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Abstract—In this paper we introduce a novel consensus achieving consensus on general functions [8]. Other exam-
mechanism where agents of a network are able to share logical ples are clock synchronization (see e.g. Marzullo’s woik [9
values, or Booleans, representing their local opinions on.@. the and cooperative simultaneous localization and map bgldin

presence of an intruder or of a fire within an indoor environ- L .
ment. Under suitable joint conditions on agents’ visibiliy and ~ [10]- More recently, a distributed IDS for multi-agents has

communication capability, we provide an algorithm generaing ~ Peen proposed in [11]., where agents cooperate to eStap"Sh
a logical linear consensus system that is globally stable.i€ whether a common neighbor acts according to shared logical
solution is optimal in terms of the number of messages to be ryles. In all such application scenarios a formecohsensus

exchanged and the time needed to reach a consensus. Moreqver o jntervals or setss required and thus solutions based on
to cope with possible sensor failure, we propose a second s imole li th lied
approach that produces robust logical nonlinear consensus S'MPI€ lIN€Ar cONSENSUS can not be applied.

systems tolerating a maximum number of faults. Finally, we In this perspective, we introduce a novel form of consen-
show applicability of the agreement mechanism to a distribted ~ sus, so—calledbgical consensyswvhere a number of agents
Intrusion Detection System (IDS). have to decide on the value of a setd&cisionsdepending

on logical inputs. The realization of such logical consensu
systems can build upon known results in the literature on
A large number of control problems involving a distributedcellular automata and convergence of finite—state itaratio
collection of agents require a form obnsensu@ order to maps [12]-[14]. Our ambitious objective is to develop a
make the system work properly. Consensus problems that &nthesis techniquier logical consensus systems, that can
formulated in the control literature generally concern tow reach a certain level of systematicity as it happens in the
reach an agreement on the value of a real scalar quantity lsfear case. Indeed, under suitable joint conditions on the
interestz € R, such as a room temperature. This is achievedsibility of agents and their communication capabilitye w
by imposing that every agent share their direct measures pfovide an algorithm generating logical linear consensus
z and combine these values with information received bgystems that are globally stable. The solution is optimal
neighbors of a communication gragh [1]-[3]. A typical in terms of the number of messages to be exchanged and
form of suchdistributed consensus systemghe following the time needed to reach a consensus. Moreover, to cope

I. INTRODUCTION

continuous—time linear system: with possible sensor failure, we propose a second design
_ algorithm that produces robust logical consensus systems.
i(t) = Az(t) + Bu(t), (1)  Detecting and tolerating misbehavior of some agents has

where A € R"™*" is a strongly connected doubly—stochasti(fecently received an increasing attention (see e.g. [15]){

matrix, B € R™™ is the input matrix, andu € R™ Il. PROBLEM STATEMENT

is a control law. The flourishing literature on this topic W id trol bl . tati f
have studied continuous— and discrete—time, synchronous © consider control problems requinng computation o
and asynchronous, and quantized versions of such systefnSSt Ofp decisions i, ..., yp, that depend onn logical

and has provided useful results on properties such as chsxemsul’ .- Um. Such events may represent e.g. the pres-

acterization of equilibria, and convergence rate [4]-[6].  ©"'°¢ of an intruder or of a fire within an indoor environment.

Nevertheless, the rich literature alistributed algorithms More pr(_eusely, fpr- any given complnatlon of Input events,
o ' we consider alecision taskhat requires computation of the
shows that many other applications would benefit fro

availability of more general forms of consensuwhere n?ollowmg system of logical functions:

participating agents arge factoable to reach an agreement y1 = fi(ur, .. um),
on non-scalar quantities. Relevant examples of applicstio e (2)
are represented by consensus algorithms studied in Lynch'’s Yp = fp(ut,...,um),

book [7], or the solution proposed by Cortes al. for where eachf; : B — B consists of a logical condition on
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that computation off is centralizedin the sense that it may described by the following’:
require knowledge of the entire input vectorto determine
the output vectoy.

Our approach to solve the decision task consists of em-
ploying a collection ofn agents, A4, ..., A4,, that are sup-
posed to cooperate and possibly exchange locally available
information. We assume that each agent is described by
a triple A, = (S;,P;,C;), where S; is a collection of Then, a minimal encoding of the decision system of Eq. 3
sensorspP; is a processor that is able to perform elementaris obtained by choosing e.@(v) = w1, andiz(u) = us.
logical operations such agand,or,not}, and C; is a Indeed, we can write:
collection of communication devices allowing transmissio
of only sequences of binary digit,and 1, namely strings y1(t) =11(t) @1 l2(t),
of bits. Although we assume that every agent has the same { y2(t) = @2(12(2)) ,
processing capability, i.eP; = P for all i, we consider
situations where agents may beterogeneous terms of where we have»; = and, and @, = not. Note that
sensors and communication devices. Due to this diversity awibility of each subtermi, (u) w.r.t. each agent depends on
well as the fact that agents are placed at different locafionwhich inputs appear in the subterm itself, and hence another
a generic ageni may or may not be able to measure avisibility matrix V' should be introduced to characterize this

(4)

_ o O
O = O

(5)

given input event;, for j € 1,...,m. Therefore, we can fact. Without loss of generality, we will assume that each
conveniently introduce aisibility matrix V' € B"*™ such subterm depends on only one input, so that the skinoan
that we haveV (i, j) = 1 if, and only if, agentA; is able be used, i.el, = xn(w), for h = 1,...,q, wherex, are
to measure input event;, or, in other words, if the—th  scalar functions, andlis in {1,...,m}. In the example, we

agent is directlyreachablefrom the j—th input. Moreover, havel;(u) = x1(u1),l2(u) = x2(uz).
for similar reasons of diversity and for reducing battery |n this view, we can imagine that each ageht stores
consumption, each agent is able to communicate only withtge values of all subterms into a locslate vector, X; =
subset of other agents. This fact is captured by introducir‘(gs(i 1,---,X;4) € B9, that is astring of bits In practice we
a communication matrbxC' € B"*", whereC (i, k) = 1 if,  haveX;, £, for all agentsA;, and all subterms,. Then,
and only if, agentA; is able to receive a data from agentjet s denote withX (1) = (X7 (1) XINT e Brxa
D ' : ey X
Ay. Hence, agents specified by rai(i, :) will be referred 3 matrix representing the network state at a discrete time
to as C—neighbors of thei—th agent. The introduction of ; Hence, we assume that each agefit is a dynamic
visibility relations between inputs and agents immedatelnode that updates its local stat¥; through adistributed
implies that, at any instari only a subset of agents is able|ggical update function¥” that depends on its state, on the
to measure the state of each inpyt for all j. Therefore, state of itsC—neighbors, and on the reachable inputs, i.e.
to effectively gccompl[sh the given decision task, we neeg(i(t+ 1) = F;(X(t),u(t)). Moreover, we assume that each
that such an informatioflows from one agent to another, agent; is able to produce a logical output decision vector
consistently with available communication paths. We regjui Y; = (yi1,.--,yip) € BP through a suitable distributed
all agents reach an agreement on the centralized (_jecisi%icm output functionG depending on the local stats;
y = f(u), so that any agent can hgolled and provide and on the reachable inputs i.e. Yi(t) = Gi(X;(t), u(t)).
consistent complete information. In this perspective, Wsep | et us denote withy (t) = (Y7 (t) YT(#)T € Bpxa
. : oy Yy

the problem of reaching eonsensus on logical values 3 matrix representing the network output at a discrete time

Furthermore, consider the general fact that all logicgl Therefore, the dynamic evolution of the network can be

expressions in the centralized decision systgm- f(u) modeled by the followingdistributed finite—state iterative
can formally be written as a combination of a minimal setystem

of ¢ subterms/y,...,l, € B, i.e. eachfy is in the form

fn=ULo1la22(23(13)) - - -, where®; is one of{and, or }, { X(t+1) = F(X(#),u(t)), (6)
for i = 1,2, @3 = not, and each subterm may depend on Y(t) = GX(#)u),

only some of the input components. Due to its minimality,

this formal representation is @ncodingof the decisionst ~Where we have” = (F{", ..., FT)", with F; : B¢ x B™ —
that is optimal in terms opecification complexifyi.e. the B?, andG = (GT,...,GI)7T, with G; : BY x B™ — BP.

number of bits that are necessary to represent all logical It should be apparent that, given a decision system of the
expressions inf. To clarify this, consider the following form of Eq. 2, and a minimal encoding, the structure of
simple example ofp = 2 decisions depending om = 2 the output functionG is somehow fixed. Indeed, ma@;

input events: can readily be obtained by simply replacing those subterms
(#) = un (t) Ta(t) I, in Eq. 2 that are not visible from agem; with the
{ 31@ B Zl(t) w2te) (3) corresponding state componeXif ;. To show this, consider
2 = u2 )

again the example of Eq. 3 and Eq. 4. For the givén
and assume that = 4 agents have the input visibility agents’ outputs ar&;(t) = (y;1(t),yi2(t)) and can be



written as follows: it is useful to consider vector§*V;, for & = 0,1,...,

Yi(t) = G1 (X1, ) = (u(t) Gz (t), us(t)) each containing in all entries corresponding to agents that
Ya(t) = GQ(X;u) (X2.1(t) Xo2(t), X; (1), are reachable from input; after exactlyk steps. Thei—th
Ya(t) = Gg(ngu) (Xa1 (1) Ta(t), us(£)) (7)  element ofC*V; is 1 if, and only if, there exists @ath of
Ya(t) = Ga(Xa,u) = (u ( ) Xao(t), Xa2(t)) . length% from any agent directly reached hy to agentA;.

Recall that, by definition of graph diameter, all agents that

As a matter of fact, the only degree of freedom in the desigare reachable from an initial set of agents are indeed relache
of a logical consensus is the distributed mi@ghat will be  in at mostdi amG) steps, withdi am(G) < n — 1. Let us
designed based on a given p&fr, V). In this perspective, denote withs thevisibility diameterof the pair(C, V;) being
we are interested in solving the following design problem:the number of steps after which the seque{lélé‘V»} does

Problem 1 (Globally Stable Synthesigkiven a decision not reach new agents. Thus, given a pait v;), we can
system of the form of Eq. 2, a visibility matri¥’, and a conveniently introduce the foIIowm@achabmty matrixR‘,
communication matrixC, design a logical consensus systenassigned with input;;:
of the form of Eq. 6, that is compliant with’ and V', and
such that, for all initial network stat& (0), and all inputs, R = (V; CV; C?Vj --- C"71V) (8)
there exists a finite timeéV such that the system reaches a

consensus on the centralized decigjon= f(u), i.e.Y (t) = whose columnspana subgrapttr (N, Er) of G, where

AT < Nr is a node set of all agents that areentuallyreachable
1, (y*)*, forallt > N. : . o
. . . o from input u;, and Ex is an unspecified edge set, that
Another important property is the ability of a distributed
) . ill be considered during the design phase. Computing the
logical consensus system to tolerate a given number 0
s an of R; is very simple and efficient, and indeed all

ossible faulty or misbehaving agents. In this perspectiv
\?ve are mteregted in solving algo t%e following: Persp réachable agents that are nodedvgf, are specmed by non—
nuII elements of the Boolean vectdy = >, L CRY; =

of Problem 1. and assuming tht af mosagens i a set Sk (), that is he logical sum of all columns i,
and that containd for all agents for which there exists

can sendcorrupteddata, design aobustlogical consensus oL :
P 9 9 t least one path originating from an agent that is able to

system guaranteeing that all other agents reach an agrEem% . :
on the correct consensus value, %(t) — (y*)T, for all measureu;. Then, we can partition the agent network into

i ¢ T, andt > N. Nr = {i|L;(7) = 1}, and_Nf2 = N\]_VR, WhereN_:
: . . ,n}. In this perspective we can give the following:
Finally, we need an operative test to determine Whethér 5 f tion 2: A AL lotel habli
a distributed map is compliant with a given pédr, V). To de mll I?‘nth pair ( d j) is (cohmpbﬁ_te ) reag g V-’
this aim, let us denote witl8 () the incidence matrixof an Ontﬁ' t? corresEonﬁ;ngIe;c ability matfy(C, V)
F being a matrix having a generic element in positiosy) spans the entire grapn, 1.8z = V.

equal tol if, and only if, thei—th function of F' depends on ¢ IICon5|der _e.gf. a netvvqu .W'tm j o _te)\%]_ents, a_nd Fhe
z;. Then, we can provide the following: ollowing pair of communication and visibility matrices:

Definition 1: A logical map F' : B" x B™ — B" 11 0 01 1
s (C,V)—compliantif, and only if, its incidence matrix 101 0 1 0

B(F(X,u)) w.rt. state and input satisfies the following c=111 1 1 1 Vi=1] 0 9)
logical inequalitiesB (F'(X,u)) < (C|V). 01 1 11 0
0 00 01 0

IIl. DISTRIBUTED MAP SYNTHESIS FORLOGICAL
CONSENSUS Observe that only agemt; is able to measure;. The j—th

ili iXR: = (V. CV: C2V: C3V: CAV5) i
In this section a solution for Problem 1 is presente§€achability matrixk; = (V; CV; C*V; C°V; C'Vj) is
consisting of an algorithm that generates an optimal dis-

tributed logical linear consensus system. More precisbéy, (1) i i 1 1
algorithm produces &C, V')—compliant linear iteration map Ri=l01111 (10)
F minimizing the number of messages to be exchanged, and 00 1 1 1
the time needed to reach a consensus (ar@andg. 0000 0

To achieve this we first need to understand how the agent
network can reach a consensus on the value ofjtite  Simple computation gives; = (1,1,1,1,0)7 which readily
subterm!; in the decision system of Eq. 2. Without lossreveals thaiVr = {1,2,3,4} is the node set of the reachable
of generality, let us posé, = u; and consider thg—th subgraph, andvz = {5} is the node set of the unreachable
columnV; of the visibility matrix V' that also describes the subgraph. Furthermore, all agents\¥ik are reached by input
visibility of ;. Then, we need a procedure for finding tou; within x = 3 steps.
which agents the value of input; can be propagated. First The design phase can obviously concern only the reach-
note that vectol; containsl in all entries corresponding able subgrapiG(Ng, Ex) of G, and in particular will
to agents that are able to “se@j, or, in other words, it determine the edge sétz. Moreover, observe that a non-
specifies which agents are directBachablefrom ;. Then, empty unreachable subgraghs in a consensus context is



a symptom of the fact that the design problem is not welln all cases where a unique generic ageht is directly

posed, and it would require changing sensors’ visibilitgd anreachable from input;;, an optimal communication matrix

locations in order to have a reachalplg, V;) pair. C* for a linear consensus of the form of Eg. 12 can
Let us suppose, as in the example, that only agént be iteratively found as the incidence matrix ofiput—

is able to measure:;. Then, a straightforward and yet propagating spanning tredaving A; as the root. Then, an

optimal strategy to allow the information om; flowing optimal pair(C*,V}) can be written a&* = P* (S C) P,

through the network is obtained if aged communicates and V" = PTV;, whereS is a selection matrix, and®

its measurement to all it€—neighbors, which in turn will is a permutation matrix. Furthermor€;" has the following

communicate it to all thei€—neighbors without overlapping, lower—block triangular form:

and so on. In this way, we have that every agdnteceives

u; from exactly one minimum-length path originating from 0 0 010
agentA;. The vector sequencg”*V;} can be exploited to Cip 0 ... 010
this aim. Indeed, it trivially holds that*V; = C(C*~1V;), C* = : I I (14)
meaning that agents reached affersteps have received : = S
: 0 - Cin 010
the input value from agents that were reached after exactly 0 5 : 0T0

k — 1 steps. Then, any consecutive sequence of agents that |
: - @k . .
o - tomplim oy sorpacion o covsonat Suegf10L7 = P71 = (1., O It s worth notng ta

P T3 - . e optimal pai(C*, V*) preserves the reachability propert
would minimize the number of rounds if, and only if, at the P pai ;)P Y property

o of the original pair(C,V;). This can be shown by direct
k-th step, all agents specified by non—null elements of VeCt%mputation of the reachability matrik’, but it is omitted
C*V; receives the value ofi; from the agents specified ’

for the sake of space.
by non-null elements of vectoP*~'V;. Nevertheless, to P : .
L .. We are now ready to consider the more general case with
minimize also the number of messages, only agents specified .
& v, 1 < v <n agents that are reachable from inpyt and
by non—null elements of vectd@r”V; and that have not been . . : :
hed vet ; . It wor I i=k Ciy | let us denote withA = {iy,...,i,} the index set of such
reacnec yet must receiue;. 1 vector i, 2izo i 15 agents. Then, the optimal strategy for propagating input
iteratively updated during the design phase, then the set o

I nts that must receive a m ; ified b nsists of having each of the other agents receive the input
all agents that must rece eg essagepare speciied by - e asurement through a path originating from the nearest
non-null elements of vectar”V; A —I;. By doing this, an

optimal pair(C*, V*) allowing a consensus to be establishe reaghablg agent. |n4 This naturally inducgs a network
P pair(C™, V') 9a : i % rtition into v disjoint subgraphs or spanning trees, each
over the reachablt? subgraph is obtained. In the consider: ﬁectly reached by the input through a different agent uset
example, we have: extracty independent vectorE; (i1 ), . .., V;(i,) from vector

olo ololo 1 V; having al in positioniy,. Then, the sequencé€™*V; (i)}
110 ololo o are to be considered to compute the optimal partition. Let us
ce=1 1]l0o olojo |, v-=] o0 (11) denote withk;, for all i € A the numberk of steps for
0l1 ololo o the sequencg C*V;(i)} to become stationary. Therefore,
010 ololo N we have that the visibility diameter of the pdi€,V;) is
vi s-di amC,V;) = max;{x,}. Without loss of generality,
Observe that isC* = SC < C, whereS is a suitable we can image that; > ks > --- > k,. Therefore, for
selection matrix. the generic case, there exist a permutation matiand a

This procedure actually gives us only a suggestion on ho@glection matrixS such that an optimal paifC*, V;*) can
to construct consensus system that solves Problem 1. Indebd obtained a€* = P” (S C) P, V; = PT V;, where
we can prove in following Theorem 1 that a simple logical

linear consensus algorithm of the form C*=diag(Cy,...,C),V; = (V... . Vi)T

, (15)
z(t+1) = F; z(t) + Bj u,;(t), (12) and where eacl; andV;; have the form of the Eq. 14.
Finally, the actual optimal linear consensus algorithm is
where I; = C*, B; = V7, anda € B", allows a con- optained choosing; = P C*, and B; = PV;". Consider
sensus to be reached through the entire reachable subgraph. a network of. = 5 agents and the following pait, V;)
The statex must be interpreted as the netwadlstributed  \ith » = 2:
estimationof the value of the subterrdy or u;. It is indeed

a vector and not a matrix, since we are concerned here only 110 0 1 1
with the j—th input. In our example, we have: 101 01 1
c=lo0o 1111 |Vv=|0 (16)
r1(t+1) = u(t), 01 1 1 1 0
To(t +1) = a1 (1), 101 01 0
za(t+1) =1 (8), (13)
xa(t+1) = za(t). An optimal pair(C*, V") allowing a consensus to be estab-



Algorithm 1 Optimal Linear Synthesis by Input-Propagation  proof: The unique equilibrium of the consensus system

Inputs: C, V; is 1,, u;. Indeed, we can focus on thieth subsystem of all
Outputs: Minimal pair (C*, V), permutation?. agents that directly or indirectly receivg from agentA,.

1: SetA — {i|V;(i) =1}  <nodes directly reachable from;  Let us denote withz; the subsystem state and with ; its

2: Setl(i)«— 1forallie A < nodes reached frome A components. Then, the subsystem dynamics is:

3 SetN «— {1,...,n}\ [ < nodes not yet reached

4: repeat zio(t+1) = w(t),

5. for all nodesi € A do zia(t+1) = Ciazip(t),

6: Set Adj(i) «+ C*V;(i) A =I(i) AN < new nodes :

7: SetI(i) — I(i)V Adj(i) _ A (18)

8  SetN — N A-Adj(i) Tau(t+1) N i1 (t),

9: ComputeZ — {h : Adj(i)(h) =1} < index list :

10: for all new nodes: € Z do Tin,(t+1) = Cip, Tip,1(t).

11: SetC/(h,:) « C(h,:) A Adj(i)T < every new node . . .

must communicate with one reach et 1 The system Qf equa.tlons.has a strictly Iower—trlang_ulamtor .

12- end for and hence it can iteratively be solved block—-wise as in
13 end for the Gauss’ method. Indeed, the first row gives the scalar

14: until 3i € A| Adj(i) #0 relation z; o(t) = u(t). _Then, the se_cond row_'le-_rl(t) =
15: Computer; «— cardI(i)) for all i € A Ci17,0(t), whereC; 1 is a vector with all entries equal to
16: Find P | C* « PTC'P hasky > -+ > Kk, < re-order 1, that corresppnd to a set of agents that are updated after
17: SetV* — PTV; 1 step. In particular we havet; 1(t) = z;0(t) = u. At
J ’ the generic iteratiort, a block of variables:; ;, are updated
through thek—th matrixC‘iJC having exactly a in each row.
) o Hence we haver; ;. (t) = x;,k—1(t) = u. After at mostx;
lished over the complete gragh is given by steps, all agents in thie-th subgraph are set tg" = 1,,, u,
1 wheren; is the number of agents of the considered subgraph
110 0 0 0 0 itself. By repeating this procedure for allblocks, and since
C* = 110 0 0 0 , V= 0 ) all agents that are directly reachable from inpytread the
0 00 0 1
0

0 same value:;, we can prove that the entire network reaches
000 |T110 an agreement on the unique global equilibriurh= 1,, u
i i i i . in at mostmax{ki,...,k,} = Vi s-di amC,V;) steps. &
The corresponding optimal linear consensus algorithm is:
Tt +1) =u(t), IV. SENSORFAILURE AND ROBUST MAP DESIGN
22(t +1) = u(t), In Problem 2 we consider the fact that sensor failure
z3(t +1) = 2(t), (17) may lead a logical linear consensus system to incorrect
a(t +1) = x2(t), global decisions, such as raising false alarms in an irgrusi

detection application. Consider e.g. the consensus #igori
Algorithm 1 allows computation of an optimal pair of Eq. 17 and assume that ageAt outputsl instead of
(C*,V}) as in Eq. 15. Its asymptoticomputational com- 0 when the input isu; = 0. This will break the network
plexity is in the very worst cas&)(n?), wheren is the into two disagreeing partsWithin such a scenario, we can
number of agents, and itspace complexityn terms of require that every agent excegh will continue to work
memory required for its execution iQ(n). However, its properly and eventually reach the correct consensus.
implementation can be very efficient since it is based on To find a solution for the robust design problem is more
Boolean operations on bit strings. Finallgpmmunication complex and it imposes the use of more conservative rules for
complexityof a run of the consensus protocol in terms ofpropagating the information through the network. For space
the number of rounds i®(vi s- di amC, V;)). limitation, we report here only the synthesis procedure in
To conclude, we need to prove that a so-built logicahlgorithm 2 and give the following intuition of the solution
consensus system does indeed solve Problem 1. Hence, $uppose that a maximum number ofe N faulty agents
the general case with > 1 agents that are reachable fromhave to be tolerated. The key to solve such a problem is
input u;, we can the state the following result (the proof isn redundancyof input measurement and communication.

omitted for space limitation): Intuitively, a minimum number of such sensors must be
Theorem 1 (Global Stability of Linear Consensus): able to measure thg-th inputw; and/or confirm any trans-

A logical linear consensus system of the formmitted datar onwu;. Then,redundant minimum-length paths

z(t + 1) = C*z(t) + Vju;(t), where C* and V* are to be found such that information an can robustly

are obtained as in Eg. 15 from a reachable fairV;), flow through the network. Algorithm 2 can indeed generate
converges to a unique network agreement giverLpy; in  robust logical nonlinear consensus systems, based on the
at mostvi s- di an(C, V;) rounds. communication grapld’ and on the visibility matrixy/.
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Fig. 1. (a)-(c) Run of the linear consensus system W®ithtruders (blue rhombus) in regiond’> and W1, respectively. The figure sequence shows that
a correct agreement is reached (components of the Xiatef every agents argr een or 0, when no intruder is detected in the corresponding region,
red or 1 otherwise). (d) Considered communication gragh

Algorithm 2 Optimal Robust Synthesis Indeed, agents have communication devices that allows them
Inputs: C, V}, v to share alarm states with all other agents that are within
Outputs: Optimal F'(x, u;) line—of—sighor nearby. In this context, we aim at designing a
1: SetA — {i|V;(i) =1}, I —1forallic A distributed update rule of the fordi (¢+1) = F(X (¢), u(t)),
2: SetN «— {1,...,n}\I, k<0 s.t. agents can achieve the same state valNig (= X ;
3: for all i € A do SetFj(z,u;) < u; end for Vi, k andVj). In other termsat consensyseach column of
4: repeat X should have either all zeros or all ones, depending on the
5. Find {iy,...,i.} < {i|I(i) = 1} < r-reachable agents corresponding column aof,, f(u) = 1,u.
6: Adj — Ce;---Ce;j, NI AN anewnodes  Consider first applying Algorithm 1 that produces a linear
7. Find K < Comb(I, Adj,y) < combinations ofy + 1  |ogical consensus of the fordi (£ + 1) = F X (t) 4+ B u(t),
agents (at least from Adj and others fron¥) where each row basically expresses the rule that an observer
8 Setl — IV Adj, N« NA-Adj alarm is set at time + 1 if it sees an intruder (through),
o ComputeZ — {h: Adj = 1} aindex list  or if one of itsC—neighbors was set at tinte The visibility
10:  for all new nodes: € 7 do diameter of this paifC, V') is 2, which will correspond to the
11: forall s; =z, ---x;, with i; € K do maximum number of steps before consensus is reached. Fig.
12: SetFy, «— Fy + s 1 shows snapshots from a typical run of this linear consensus
13: end for algorithm where every agents converge to consensus after
14 end for 2 steps. If all agents correctly set their alarm states, the
15:  Setk «— Kk +1 system correctly converges to a state where all columns
16: until N # () of X are either zero or one. However, this system is not

robust to permanent faults (see Fig. 2). A more conservative

mechanism can be obtained by applying Algorithm 2, with
V. APPLICATION TO INTRUSION DETECTION ~ = 1, that generates a nonlinear rule requiring that agent
A; sets an alarm regarding/; at timet + 1 if at least two

Consider an indoor environmewv, with a numbem of  neighhoring sensors having visibility aw; are in alarm at
agents or observerd; whose task is to detect and locatesye t, or if it sees an intruder (through). By means of

possible intruders iy. We assume that agents have sensokgis second system, false alarms raised by at most 1

with star—shapediisibility regions that define a partition of \nishehaving agents are correctly handled (see again Fig. 2)
the environmentV;, i = 1,...,m (hence, Ul W; = W

and W, N W, = 0, i # j). The presence or the absence
of an intruder in regiorVV; can be seen as an inpuj to
the following system ofp = m logical decisionsy;(t) = In this work we introduced a novel consensus mechanism
ui(t), i=1,...,m, that each agent is required to estimatewhere agents of a network are able to share logical values.
However, agents are able to detect the presence of intrudgye proposed two algorithms producing optimal logical con-
only within their visibility areas, which is described by asensus systems and applied them to a distributed IDS.
visibility matrix V' e B™*™, with V;; = 1 if, and only
if, an intruder in region)V; can be seen by agend;.
Moreover, letX € B"*™ denote the alarm state of the
system:X; ; = 1 if agent A; reports an alarm about the This work has been partially supported by the EC Project
presence of an intruder in regio®;. The alarm can be set CHAT (FP7-1ST-2008-224428), by EC Noe HYCON (FP6-
because an intruder is actually detected by the agent,itsdi$T-2004-511368), and by Research Project 2007 funded by
or because of communications with neighboring observer€assa di Risparmio di Livorno, Lucca e Pisa.

VI. CONCLUSION
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Fig. 2.  Final network decisions in case of permanent fault4af that

(4]

(5]
(6]

[7]
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El

incorrectly sets its state . An agreement is not reached by means of the10]

linear consensus system (left), whereas this misbehasitwiérated by the

nonlinear ones (right).
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