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Abstract— In this paper we introduce a novel consensus
mechanism where agents of a network are able to share logical
values, or Booleans, representing their local opinions on e.g. the
presence of an intruder or of a fire within an indoor environ-
ment. Under suitable joint conditions on agents’ visibility and
communication capability, we provide an algorithm generating
a logical linear consensus system that is globally stable. The
solution is optimal in terms of the number of messages to be
exchanged and the time needed to reach a consensus. Moreover,
to cope with possible sensor failure, we propose a second design
approach that produces robust logical nonlinear consensus
systems tolerating a maximum number of faults. Finally, we
show applicability of the agreement mechanism to a distributed
Intrusion Detection System (IDS).

I. I NTRODUCTION

A large number of control problems involving a distributed
collection of agents require a form ofconsensusin order to
make the system work properly. Consensus problems that are
formulated in the control literature generally concern howto
reach an agreement on the value of a real scalar quantity of
interestx ∈ R, such as a room temperature. This is achieved
by imposing that every agent share their direct measures of
x and combine these values with information received by
neighbors of a communication graphG [1]–[3]. A typical
form of suchdistributed consensus systemsis the following
continuous–time linear system:

ẋ(t) = Ax(t) + B u(t) , (1)

whereA ∈ R
n×n is a strongly connected doubly–stochastic

matrix, B ∈ R
n×m is the input matrix, andu ∈ R

m

is a control law. The flourishing literature on this topic
have studied continuous– and discrete–time, synchronous
and asynchronous, and quantized versions of such systems
and has provided useful results on properties such as char-
acterization of equilibria, and convergence rate [4]–[6].

Nevertheless, the rich literature ondistributed algorithms
shows that many other applications would benefit from
availability of more general forms of consensus, where
participating agents arede factoable to reach an agreement
on non–scalar quantities. Relevant examples of applications
are represented by consensus algorithms studied in Lynch’s
book [7], or the solution proposed by Corteset al. for
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achieving consensus on general functions [8]. Other exam-
ples are clock synchronization (see e.g. Marzullo’s work [9]),
and cooperative simultaneous localization and map building
[10]. More recently, a distributed IDS for multi–agents has
been proposed in [11], where agents cooperate to establish
whether a common neighbor acts according to shared logical
rules. In all such application scenarios a form ofconsensus
on intervals or setsis required and thus solutions based on
simple linear consensus can not be applied.

In this perspective, we introduce a novel form of consen-
sus, so–calledlogical consensus, where a number of agents
have to decide on the value of a set ofdecisionsdepending
on logical inputs. The realization of such logical consensus
systems can build upon known results in the literature on
cellular automata and convergence of finite–state iteration
maps [12]–[14]. Our ambitious objective is to develop a
synthesis techniquefor logical consensus systems, that can
reach a certain level of systematicity as it happens in the
linear case. Indeed, under suitable joint conditions on the
visibility of agents and their communication capability, we
provide an algorithm generating logical linear consensus
systems that are globally stable. The solution is optimal
in terms of the number of messages to be exchanged and
the time needed to reach a consensus. Moreover, to cope
with possible sensor failure, we propose a second design
algorithm that produces robust logical consensus systems.
Detecting and tolerating misbehavior of some agents has
recently received an increasing attention (see e.g. [11], [15]).

II. PROBLEM STATEMENT

We consider control problems requiring computation of
a set ofp decisions, y1, . . . , yp, that depend onm logical
events, u1, . . . , um. Such events may represent e.g. the pres-
ence of an intruder or of a fire within an indoor environment.
More precisely, for any given combination of input events,
we consider adecision taskthat requires computation of the
following system of logical functions:







y1 = f1(u1, . . . , um) ,

· · ·
yp = fp(u1, . . . , um) ,

(2)

where eachfi : B
m → B consists of a logical condition on

the inputs. Let us denote withu = (u1, . . . , um)T ∈ B
m

the input event vector, and withy = (y1, . . . , yp)
T ∈ B

p

the output decision vector. Then, we will writey = f(u)
as a compact form of Eq. 2, wheref = (f1, . . . , fp)

T , with
f : B

m → B
p, is a logical vector function. It is worth noting



that computation off is centralizedin the sense that it may
require knowledge of the entire input vectoru to determine
the output vectory.

Our approach to solve the decision task consists of em-
ploying a collection ofn agents,A1, . . . ,An, that are sup-
posed to cooperate and possibly exchange locally available
information. We assume that each agent is described by
a triple Ai = (Si,Pi, Ci), where Si is a collection of
sensors,Pi is a processor that is able to perform elementary
logical operations such as{and,or,not}, and Ci is a
collection of communication devices allowing transmission
of only sequences of binary digits,0 and1, namely strings
of bits. Although we assume that every agent has the same
processing capability, i.e.Pi = P for all i, we consider
situations where agents may beheterogeneousin terms of
sensors and communication devices. Due to this diversity as
well as the fact that agents are placed at different locations,
a generic agenti may or may not be able to measure a
given input eventuj, for j ∈ 1, . . . , m. Therefore, we can
conveniently introduce avisibility matrix V ∈ B

n×m such
that we haveV (i, j) = 1 if, and only if, agentAi is able
to measure input eventuj, or, in other words, if thei–th
agent is directlyreachablefrom the j–th input. Moreover,
for similar reasons of diversity and for reducing battery
consumption, each agent is able to communicate only with a
subset of other agents. This fact is captured by introducing
a communication matrixC ∈ B

n×n, whereC(i, k) = 1 if,
and only if, agentAi is able to receive a data from agent
Ak. Hence, agents specified by rowC(i, :) will be referred
to as C–neighbors of thei–th agent. The introduction of
visibility relations between inputs and agents immediately
implies that, at any instantt, only a subset of agents is able
to measure the state of each inputuj , for all j. Therefore,
to effectively accomplish the given decision task, we need
that such an informationflows from one agent to another,
consistently with available communication paths. We require
all agents reach an agreement on the centralized decision
y = f(u), so that any agent can bepolled and provide
consistent complete information. In this perspective, we pose
the problem of reaching aconsensus on logical values.

Furthermore, consider the general fact that all logical
expressions in the centralized decision systemy = f(u)
can formally be written as a combination of a minimal set
of q subterms,l1, . . . , lq ∈ B, i.e. eachfh is in the form
fh = l1⊘1 l2⊘2(⊘3(l3)) · · · , where⊘i is one of{and,or},
for i = 1, 2, ⊘3 = not, and each subterm may depend on
only some of the input components. Due to its minimality,
this formal representation is anencodingof the decisionsf
that is optimal in terms ofspecification complexity, i.e. the
number of bits that are necessary to represent all logical
expressions inf . To clarify this, consider the following
simple example ofp = 2 decisions depending onm = 2
input events:

{

y1(t) = u1(t) ū2(t) ,

y2(t) = u2(t) ,
(3)

and assume thatn = 4 agents have the input visibility

described by the followingV :

V =









1 1
0 0
0 1
1 0









. (4)

Then, a minimal encoding of the decision system of Eq. 3
is obtained by choosing e.g.l1(u) = u1, and l2(u) = ū2.
Indeed, we can write:

{

y1(t) = l1(t)⊘1 l2(t) ,

y2(t) = ⊘2(l2(t)) ,
(5)

where we have⊘1 = and, and ⊘2 = not. Note that
visibility of each subtermlh(u) w.r.t. each agent depends on
which inputs appear in the subterm itself, and hence another
visibility matrix Ṽ should be introduced to characterize this
fact. Without loss of generality, we will assume that each
subterm depends on only one input, so that the sameV can
be used, i.e.lh = χh(ul), for h = 1, . . . , q, whereχh are
scalar functions, andl is in {1, . . . , m}. In the example, we
havel1(u) = χ1(u1), l2(u) = χ2(u2).

In this view, we can imagine that each agentAi stores
the values of all subterms into a localstate vector, Xi =
(Xi,1, . . . , Xi,q) ∈ B

q, that is astring of bits. In practice we
haveXi,h

def
= lh for all agentsAi, and all subtermslk. Then,

let us denote withX(t) = (XT
1 (t), . . . , XT

n (t))T ∈ B
n×q

a matrix representing the network state at a discrete time
t. Hence, we assume that each agentAi is a dynamic
node that updates its local stateXi through adistributed
logical update functionF that depends on its state, on the
state of itsC–neighbors, and on the reachable inputs, i.e.
Xi(t+1) = Fi(X(t), u(t)). Moreover, we assume that each
agentAi is able to produce a logical output decision vector
Yi = (yi,1, . . . , yi,p) ∈ B

p through a suitable distributed
logical output functionG depending on the local stateXi

and on the reachable inputsu, i.e. Yi(t) = Gi(Xi(t), u(t)).
Let us denote withY (t) = (Y T

1 (t), . . . , Y T
p (t))T ∈ B

p×q

a matrix representing the network output at a discrete time
t. Therefore, the dynamic evolution of the network can be
modeled by the followingdistributed finite–state iterative
system:

{

X(t + 1) = F (X(t), u(t)) ,

Y (t) = G(X(t), u(t)) ,
(6)

where we haveF = (FT
1 , . . . , FT

n )T , with Fi : B
q × B

m →
B

q, andG = (GT
1
, . . . , GT

n )T , with Gi : B
q × B

m → B
p.

It should be apparent that, given a decision system of the
form of Eq. 2, and a minimal encoding, the structure of
the output functionG is somehow fixed. Indeed, mapGi

can readily be obtained by simply replacing those subterms
lh in Eq. 2 that are not visible from agentAi with the
corresponding state componentXi,h. To show this, consider
again the example of Eq. 3 and Eq. 4. For the givenV ,
agents’ outputs areYi(t) = (yi,1(t), yi,2(t)) and can be



written as follows:

Y1(t) = G1(X1, u) = (u1(t) ū2(t), u2(t)) ,

Y2(t) = G2(X2, u) = (X2,1(t)X2,2(t), X̄2,2(t)) ,

Y3(t) = G3(X3, u) = (X3,1(t) ū2(t), u2(t)) ,

Y4(t) = G4(X4, u) = (u1(t)X4,2(t), X̄4,2(t)) .

(7)

As a matter of fact, the only degree of freedom in the design
of a logical consensus is the distributed mapF that will be
designed based on a given pair(C, V ). In this perspective,
we are interested in solving the following design problem:

Problem 1 (Globally Stable Synthesis):Given a decision
system of the form of Eq. 2, a visibility matrixV , and a
communication matrixC, design a logical consensus system
of the form of Eq. 6, that is compliant withC and V , and
such that, for all initial network stateX(0), and all inputsu,
there exists a finite timēN such that the system reaches a
consensus on the centralized decisiony∗ = f(u), i.e.Y (t) =
1n (y∗)T , for all t ≥ N̄ .
Another important property is the ability of a distributed
logical consensus system to tolerate a given number of
possible faulty or misbehaving agents. In this perspective
we are interested in solving also the following:

Problem 2 (Robust Design):Under the same hypotheses
of Problem 1, and assuming that at mostγ agents in a setΓ
can sendcorrupteddata, design arobust logical consensus
system guaranteeing that all other agents reach an agreement
on the correct consensus value, i.e.Yi(t) = (y∗)T , for all
i 6∈ Γ, andt ≥ N̄ .

Finally, we need an operative test to determine whether
a distributed map is compliant with a given pair(C, V ). To
this aim, let us denote withB (F ) the incidence matrixof
F being a matrix having a generic element in position(i, j)
equal to1 if, and only if, thei–th function ofF depends on
xj . Then, we can provide the following:

Definition 1: A logical map F : B
n × B

m → B
n

is (C, V )–compliant if, and only if, its incidence matrix
B (F (X, u)) w.r.t. state and input satisfies the following
logical inequalities:B (F (X, u)) ≤ (C|V ).

III. D ISTRIBUTED MAP SYNTHESIS FORLOGICAL

CONSENSUS

In this section a solution for Problem 1 is presented
consisting of an algorithm that generates an optimal dis-
tributed logical linear consensus system. More precisely,the
algorithm produces a(C, V )–compliant linear iteration map
F minimizing the number of messages to be exchanged, and
the time needed to reach a consensus (a.k.a.rounds).

To achieve this we first need to understand how the agent
network can reach a consensus on the value of thej–th
subtermlj in the decision system of Eq. 2. Without loss
of generality, let us poselj = uj and consider thej–th
columnVj of the visibility matrix V that also describes the
visibility of lj . Then, we need a procedure for finding to
which agents the value of inputuj can be propagated. First
note that vectorVj contains1 in all entries corresponding
to agents that are able to “see”uj , or, in other words, it
specifies which agents are directlyreachablefrom uj . Then,

it is useful to consider vectorsCkVj , for k = 0, 1, . . . ,
each containing1 in all entries corresponding to agents that
are reachable from inputuj after exactlyk steps. Thei–th
element ofCkVj is 1 if, and only if, there exists apath of
lengthk from any agent directly reached byuj to agentAi.
Recall that, by definition of graph diameter, all agents that
are reachable from an initial set of agents are indeed reached
in at mostdiam(G) steps, withdiam(G) ≤ n− 1. Let us
denote withκ thevisibility diameterof the pair(C, Vj) being
the number of steps after which the sequence{CkVj} does
not reach new agents. Thus, given a pair(C, Vj), we can
conveniently introduce the followingreachability matrixRj ,
assigned with inputuj :

Rj =
(

Vj CVj C2Vj · · · Cn−1Vj

)

, (8)

whose columnsspana subgraphGR(NR, ER) of G, where
NR is a node set of all agents that areeventuallyreachable
from input uj , and ER is an unspecified edge set, that
will be considered during the design phase. Computing the
span of Rj is very simple and efficient, and indeed all
reachable agents, that are nodes ofNR, are specified by non–
null elements of the Boolean vectorIj =

∑n−1

k=0
CkVj =

∑n−1

k=0
Rj(:, i), that is the logical sum of all columns inRj

and that contains1 for all agents for which there exists
at least one path originating from an agent that is able to
measureuj . Then, we can partition the agent network into
NR = {i | Ij(i) = 1}, and NR̄ = N \ NR, whereN =
{1, . . . , n}. In this perspective we can give the following:

Definition 2: A pair (C, Vj) is (completely) reachableif,
and only if, the corresponding reachability matrixRj(C, Vj)
spans the entire graph, i.e.NR = N .

Consider e.g. a network withn = 5 agents, and the
following pair of communication and visibility matrices:

C =













1 1 0 0 1
1 0 1 0 1
1 1 1 1 1
0 1 1 1 1
0 0 0 0 1













Vj =













1
0
0
0
0













. (9)

Observe that only agentA1 is able to measureuj. Thej–th
reachability matrixRj = (Vj CVj C2Vj C3Vj C4Vj) is:

Rj =













1 1 1 1 1
0 1 1 1 1
0 1 1 1 1
0 0 1 1 1
0 0 0 0 0













. (10)

Simple computation givesIj = (1, 1, 1, 1, 0)T which readily
reveals thatNR = {1, 2, 3, 4} is the node set of the reachable
subgraph, andNR̄ = {5} is the node set of the unreachable
subgraph. Furthermore, all agents inNR are reached by input
uj within κ = 3 steps.

The design phase can obviously concern only the reach-
able subgraphGR(NR, ER) of G, and in particular will
determine the edge setER. Moreover, observe that a non–
empty unreachable subgraphGR̄ in a consensus context is



a symptom of the fact that the design problem is not well–
posed, and it would require changing sensors’ visibility and
locations in order to have a reachable(C, Vj) pair.

Let us suppose, as in the example, that only agentA1

is able to measureuj . Then, a straightforward and yet
optimal strategy to allow the information onuj flowing
through the network is obtained if agentA1 communicates
its measurement to all itsC–neighbors, which in turn will
communicate it to all theirC–neighbors without overlapping,
and so on. In this way, we have that every agentAi receives
uj from exactly one minimum–length path originating from
agentA1. The vector sequence{CkVj} can be exploited to
this aim. Indeed, it trivially holds thatCkVj = C(Ck−1Vj),
meaning that agents reached afterk steps have received
the input value from agents that were reached after exactly
k − 1 steps. Then, any consecutive sequence of agents that
is extracted from non–null elements of vectors in{CkVj}
are(C, Vj)–compliant by construction. A consensus strategy
would minimize the number of rounds if, and only if, at the
k–th step, all agents specified by non–null elements of vector
CkVj receives the value ofuj from the agents specified
by non–null elements of vectorCk−1Vj . Nevertheless, to
minimize also the number of messages, only agents specified
by non–null elements of vectorCkVj and that have not been
reached yet must receiveuj . If vector Ij =

∑i=k

i=0
CiVj is

iteratively updated during the design phase, then the set of
all agents that must receive a message onuj are specified by
non–null elements of vectorCkVj ∧ ¬Ij . By doing this, an
optimal pair(C∗, V ∗

j ) allowing a consensus to be established
over the reachable subgraph is obtained. In the considered
example, we have:

C∗ =













0 0 0 0 0
1 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0













, V ∗ =













1
0
0
0
0













. (11)

Observe that isC∗ = S C ≤ C, where S is a suitable
selection matrix.

This procedure actually gives us only a suggestion on how
to construct consensus system that solves Problem 1. Indeed,
we can prove in following Theorem 1 that a simple logical
linear consensus algorithm of the form

x(t + 1) = Fj x(t) + Bj uj(t) , (12)

where Fj = C∗, Bj = V ∗

j , and x ∈ B
n, allows a con-

sensus to be reached through the entire reachable subgraph.
The statex must be interpreted as the networkdistributed
estimationof the value of the subtermlj or uj . It is indeed
a vector and not a matrix, since we are concerned here only
with the j–th input. In our example, we have:















x1(t + 1) = u(t) ,

x2(t + 1) = x1(t) ,

x3(t + 1) = x1(t) ,

x4(t + 1) = x2(t) .

(13)

In all cases where a unique generic agentAi is directly
reachable from inputuj, an optimal communication matrix
C∗ for a linear consensus of the form of Eq. 12 can
be iteratively found as the incidence matrix of ainput–
propagating spanning treehavingAi as the root. Then, an
optimal pair(C∗, V ∗

j ) can be written asC∗ = PT (S C)P ,
and V ∗

j = PT Vj , whereS is a selection matrix, andP
is a permutation matrix. Furthermore,C∗ has the following
lower–block triangular form:

C∗ =















0 0 · · · 0 0

C̃i,1 0 . . . 0 0
...

...
...

0 · · · C̃i,κi
0 0

0 · · · 0 0 0















, (14)

and V ∗

j = PT Vj = (1, 0, . . . , 0)T . It is worth noting that
the optimal pair(C∗, V ∗

j ) preserves the reachability property
of the original pair(C, Vj). This can be shown by direct
computation of the reachability matrixR∗

j , but it is omitted
for the sake of space.

We are now ready to consider the more general case with
ν, 1 ≤ ν ≤ n agents that are reachable from inputuj , and
let us denote withA = {i1, . . . , iν} the index set of such
agents. Then, the optimal strategy for propagating inputuj

consists of having each of the other agents receive the input
measurement through a path originating from the nearest
reachable agent inA. This naturally induces a network
partition into ν disjoint subgraphs or spanning trees, each
directly reached by the input through a different agent. Letus
extractν independent vectorsVj(i1), . . . , Vj(iν) from vector
Vj having a1 in positionih. Then, the sequences{CkVj(ih)}
are to be considered to compute the optimal partition. Let us
denote withκi, for all i ∈ A the numberk of steps for
the sequence{CkVj(i)} to become stationary. Therefore,
we have that the visibility diameter of the pair(C, Vj) is
vis-diam(C, Vj) = maxi{κi}. Without loss of generality,
we can image thatκ1 ≥ κ2 ≥ · · · ≥ κν . Therefore, for
the generic case, there exist a permutation matrixP and a
selection matrixS such that an optimal pair(C∗, V ∗

j ) can
be obtained asC∗ = PT (S C)P , V ∗

j = PT Vj , where

C∗ = diag(C1, . . . , Cν) , V ∗

j = (V T
j,1, . . . , V

T
j,ν)T , (15)

and where eachCi and Vj,i have the form of the Eq. 14.
Finally, the actual optimal linear consensus algorithm is
obtained choosingFj = P C∗, and Bj = P V ∗

j . Consider
e.g. a network ofn = 5 agents and the following pair(C, Vj)
with ν = 2:

C =













1 1 0 0 1
1 0 1 0 1
0 1 1 1 1
0 1 1 1 1
1 0 1 0 1













Vj =













1
1
0
0
0













. (16)

An optimal pair(C∗, V ∗
j ) allowing a consensus to be estab-



Algorithm 1 Optimal Linear Synthesis by Input–Propagation
Inputs: C, Vj

Outputs: Minimal pair (C∗, V ∗

j ), permutationP .
1: SetA← {i |Vj(i) = 1} ⊳ nodes directly reachable fromuj

2: SetI(i)← 1 for all i ∈ A ⊳ nodes reached fromi ∈ A

3: SetN ← {1, . . . , n} \ I ⊳ nodes not yet reached

4: repeat
5: for all nodesi ∈ A do
6: SetAdj(i)← CkVj(i) ∧ ¬I(i) ∧N ⊳ new nodes

7: SetI(i)← I(i) ∨Adj(i)
8: SetN ← N ∧ ¬Adj(i)
9: ComputeI ← {h : Adj(i)(h) = 1} ⊳ index list

10: for all new nodesh ∈ I do
11: Set C̃(h, :)← C(h, :) ∧Adj(i)T ⊳ every new node

must communicate with one reach atk − 1

12: end for
13: end for
14: until ∃ i ∈ A |Adj(i) 6= 0
15: Computeκi ← card(I(i)) for all i ∈ A

16: Find P | C∗ ← PT C̃ P hasκ1 ≥ · · · ≥ κν ⊳ re-order

17: SetV ∗

j ← PT Vj

lished over the complete graphG is given by

C∗ =













0 0 0
1 0 0
1 0 0

0 0
0 0
0 0

0 0 0
0 0 0

0 0
1 0













, V ∗

j =













1
0
0
1
0













.

The corresponding optimal linear consensus algorithm is:






















x1(t + 1) = u(t) ,

x2(t + 1) = u(t) ,

x3(t + 1) = x2(t) ,

x4(t + 1) = x2(t) ,

x5(t + 1) = x1(t) .

(17)

Algorithm 1 allows computation of an optimal pair
(C∗, V ∗

j ) as in Eq. 15. Its asymptoticcomputational com-
plexity is in the very worst caseO(n2), where n is the
number of agents, and itsspace complexityin terms of
memory required for its execution isΩ(n). However, its
implementation can be very efficient since it is based on
Boolean operations on bit strings. Finally,communication
complexityof a run of the consensus protocol in terms of
the number of rounds isΘ(vis-diam(C, Vj)).

To conclude, we need to prove that a so–built logical
consensus system does indeed solve Problem 1. Hence, for
the general case withν ≥ 1 agents that are reachable from
input uj, we can the state the following result (the proof is
omitted for space limitation):

Theorem 1 (Global Stability of Linear Consensus):
A logical linear consensus system of the form
x(t + 1) = C∗ x(t) + V ∗

j uj(t), where C∗ and V ∗
j

are obtained as in Eq. 15 from a reachable pair(C, Vj),
converges to a unique network agreement given by1n uj in
at mostvis-diam(C, Vj) rounds.

Proof: The unique equilibrium of the consensus system
is 1n uj . Indeed, we can focus on thei–th subsystem of all
agents that directly or indirectly receiveuj from agentAi.
Let us denote withxi the subsystem state and withxi,j its
components. Then, the subsystem dynamics is:







































xi,0(t + 1) = u(t) ,

xi,1(t + 1) = C̃i,1 xi,0(t) ,
...

xi,l(t + 1) = C̃i,l xi,l−1(t) ,
...

xi,κi
(t + 1) = C̃i,κi

xi,κi−1(t) .

(18)

The system of equations has a strictly lower–triangular form,
and hence it can iteratively be solved block–wise as in
the Gauss’ method. Indeed, the first row gives the scalar
relation xi,0(t) = u(t). Then, the second row isxi,1(t) =
C̃i,1 xi,0(t), whereC̃i,1 is a vector with all entries equal to
1, that correspond to a set of agents that are updated after
1 step. In particular we have:xi,1(t) = xi,0(t) = u. At
the generic iterationk, a block of variablesxi,k are updated
through thek–th matrixC̃i,k having exactly a1 in each row.
Hence we havexi,k(t) = xi,k−1(t) = u. After at mostκi

steps, all agents in thei–th subgraph are set tox∗

i = 1ni
u,

whereni is the number of agents of the considered subgraph
itself. By repeating this procedure for allν blocks, and since
all agents that are directly reachable from inputuj read the
same valueuj , we can prove that the entire network reaches
an agreement on the unique global equilibriumx∗ = 1n u

in at mostmax{κ1, . . . , κν} = vis-diam(C, Vj) steps.

IV. SENSORFAILURE AND ROBUST MAP DESIGN

In Problem 2 we consider the fact that sensor failure
may lead a logical linear consensus system to incorrect
global decisions, such as raising false alarms in an intrusion
detection application. Consider e.g. the consensus algorithm
of Eq. 17 and assume that agentA2 outputs1 instead of
0 when the input isuj = 0. This will break the network
into two disagreeing parts. Within such a scenario, we can
require that every agent exceptA2 will continue to work
properly and eventually reach the correct consensus.

To find a solution for the robust design problem is more
complex and it imposes the use of more conservative rules for
propagating the information through the network. For space
limitation, we report here only the synthesis procedure in
Algorithm 2 and give the following intuition of the solution.
Suppose that a maximum number ofγ ∈ N faulty agents
have to be tolerated. The key to solve such a problem is
in redundancyof input measurement and communication.
Intuitively, a minimum numberr of such sensors must be
able to measure thej–th inputuj and/or confirm any trans-
mitted datax on uj . Then,redundant minimum–length paths
are to be found such that information onuj can robustly
flow through the network. Algorithm 2 can indeed generate
robust logical nonlinear consensus systems, based on the
communication graphC and on the visibility matrixV .



(a) k = 0 (b) k = 1 (c) k = 2 (d)

Fig. 1. (a)–(c) Run of the linear consensus system with2 intruders (blue rhombus) in regionsW2 andW10, respectively. The figure sequence shows that
a correct agreement is reached (components of the stateXi of every agents aregreen or 0, when no intruder is detected in the corresponding region,
red or 1 otherwise). (d) Considered communication graphC.

Algorithm 2 Optimal Robust Synthesis
Inputs: C, Vj , γ

Outputs: Optimal F (x, uj)
1: SetA← {i |Vj(i) = 1}, I ← 1 for all i ∈ A

2: SetN ← {1, . . . , n} \ I , κ← 0
3: for all i ∈ A do SetFi(x, uj)← uj end for
4: repeat
5: Find {i1, . . . , ir} ← {i | I(i) = 1} ⊳ r–reachable agents

6: Adj ← Cei1 · · ·Ceir
∧ ¬I ∧N ⊳ new nodes

7: Find K ← Comb(I, Adj, γ) ⊳ combinations ofγ + 1

agents (at least1 from Adj and others fromI)

8: SetI ← I ∨Adj , N ← N ∧ ¬Adj

9: ComputeI ← {h : Adj = 1} ⊳ index list

10: for all new nodesh ∈ I do
11: for all sl = xi1 · · ·xir

with ij ∈ K do
12: SetFh ← Fh + sl

13: end for
14: end for
15: Setκ← κ + 1
16: until N 6= ∅

V. A PPLICATION TO INTRUSION DETECTION

Consider an indoor environmentW , with a numbern of
agents or observersAi whose task is to detect and locate
possible intruders inW . We assume that agents have sensors
with star–shapedvisibility regions that define a partition of
the environmentWi, i = 1, . . . , m (hence,∪n

i=1
Wi = W

andWi ∩ Wj = ∅, i 6= j). The presence or the absence
of an intruder in regionWj can be seen as an inputuj to
the following system ofp = m logical decisions:yi(t) =
ui(t) , i = 1, . . . , m, that each agent is required to estimate.
However, agents are able to detect the presence of intruders
only within their visibility areas, which is described by a
visibility matrix V ∈ B

n×m, with Vi,j = 1 if, and only
if, an intruder in regionWj can be seen by agentAi.
Moreover, letX ∈ B

n×m denote the alarm state of the
system:Xi,j = 1 if agentAi reports an alarm about the
presence of an intruder in regionWj . The alarm can be set
because an intruder is actually detected by the agent itself,
or because of communications with neighboring observers.

Indeed, agents have communication devices that allows them
to share alarm states with all other agents that are within
line–of–sightor nearby. In this context, we aim at designing a
distributed update rule of the formX(t+1) = F (X(t), u(t)),
s.t. agents can achieve the same state value (Xi,j = Xk,j

∀i, k and∀j). In other terms,at consensus, each column of
X should have either all zeros or all ones, depending on the
corresponding column of1nf(u) = 1nu.

Consider first applying Algorithm 1 that produces a linear
logical consensus of the formX(t + 1) = F X(t) + B u(t),
where each row basically expresses the rule that an observer
alarm is set at timet + 1 if it sees an intruder (throughu),
or if one of itsC–neighbors was set at timet. The visibility
diameter of this pair(C, V ) is 2, which will correspond to the
maximum number of steps before consensus is reached. Fig.
1 shows snapshots from a typical run of this linear consensus
algorithm where every agents converge to consensus after
2 steps. If all agents correctly set their alarm states, the
system correctly converges to a state where all columns
of X are either zero or one. However, this system is not
robust to permanent faults (see Fig. 2). A more conservative
mechanism can be obtained by applying Algorithm 2, with
γ = 1, that generates a nonlinear rule requiring that agent
Ai sets an alarm regardingWj at time t + 1 if at least two
neighboring sensors having visibility onWj are in alarm at
time t, or if it sees an intruder (throughu). By means of
this second system, false alarms raised by at mostγ = 1
misbehaving agents are correctly handled (see again Fig. 2).

VI. CONCLUSION

In this work we introduced a novel consensus mechanism
where agents of a network are able to share logical values.
We proposed two algorithms producing optimal logical con-
sensus systems and applied them to a distributed IDS.
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Fig. 2. Final network decisions in case of permanent fault ofA1 that
incorrectly sets its state to0. An agreement is not reached by means of the
linear consensus system (left), whereas this misbehavior is tolerated by the
nonlinear ones (right).
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