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Abstract— This paper addresses the clock synchronization to. The latter problem is related to unpredictable random
problem in a wireless sensor network (WSN) and proposes delays that may normally occur between any pair of nodes. It
a distributed solution that consists of a form of consensus, g indeed known that delivery time of radio messages in WSN
where agents are able to exchange data representing intefga . . - . .
or sets. The solution is based on a centralized algorithm for is subject to mtgrferences, and node failures V\,’h'c_h ma.lye:au
clock Synchronization, proposed by Marzu”o’ that determnes unknOWn variations to the Standard communication time.
the smallest interval that is in common with the maximum In this respect, during the last years clock synchroninatio
number of measured intervals. We first show how to convert in distributed systems has been extensively studied. As a
such an algorithm into a problem involving only operations @ yegjt of this effort, many different approaches have been
sets, and then we convert it into a set—valued consensus. The .
solution is valid for more general scenarios where agents ha proposed (see e.g. [1]-[6]). Specifically d?"e',"ped for WSN
uncertain measures of e.g. the position of an object detedte are the Reference Broadcast Synchronization (RBS) [7],
by a vision system, a temperature in a room, but it will be Timing—sync Protocol for Sensor Networks (TPSN) [8] and
applied to the case where a set of uncertain time values are the Precision Time Protocol (PTP) [9]). More in detail, the
propagated through a WSN. Under suitable joint conditions @ - ppg eyploits the broadcast nature of the physical channel to
the communication connectivity and bounded agent failurewe . . . .
prove the correctness of the algorithm that indeed allows th synchronize a set _Of receivers with one anothe_r. The times-
network agents to consent on the value of a unique global ime tamp of the reception of a broadcast message is recorded at

each node and these timestamps are exchanged to calculate
relative clock offsets between nodes. The TPSN algorithm

|. INTRODUCTION builds a spanning tree of the network during the level dis-

The proliferation of robotic devices and the growingcOVery phase. In the synchronization phase of the algorithm
number of their potential applications has recently ledrto anodes synchronize to their parent in the tree by a two-way
increased interest towards multiple—robot applicatisugh Message exchange. PTP is a time-transfer protocol defined in
as consensus, rendezvous, sensor coverage, and simuandlde |IEEE 1588 standard that allows precise synchronization
localization and mapping. All these applications demand f®f networks (e.g., Ethernet).
the availability of a global clock, i.e. every node in the More recently, so—called Average TimeSync protocol [10]
network must be able to refer to a unique time. The reasdis been proposed as a different approach to clock syn-
for this necessity is twofold. First, only if a very accullgte chronization. The main idea underlying this approach is to
synchronized clock is available, every node can get a glob@yerage local information to achieve a global agreement
picture of an event that is sensed by several nodes. Secon@y @ specific quantity of interest, and this is obtained
clock synchronization is essential for reducing node'sgye by transposing the synchronization problem into a linear
consumption due to communication. Indeed, any two nodensensus problem. Notwithstanding, the problem of clock
willing to exchange a message with each other establishsynchronization in a WSN is far from been completely
rendezvous. The better the clock synchronization, the le§8lved. As a matter of fact, available solutions, such as
energy is wasted in the necessary guard times to not mi&d P, require operating conditions that are not guaranteed
the rendezvous point. in a WSN. These difficulties are due to limited energy and

In a centralized system the solution of this problem ibandwidth availability, that are in turn necessary to allow
trivial: the centralized server will just decide the system S€Nsors a longer operating life. Furthermore, the factttret
time. In a distributed system, the problem takes on mor@Pology is dynamically changing is another issue that raake
complexity because a global time is not easily known. In &€ clock synchronization problem in a WSN more difficult
WSN, clock synchronization poses two major problems. Th&an in traditional network, and actually a very challerggin
former is the connectivity, which is related to the fact thaPne:
nodes of a sensor network cannot directly communicate with Moreover, there has been a recent thrust toward the use
each other, and some information may need to be relay®nenlinear consensus in different application domaiee (s
by other nodes. Therefore, it is not possible to choose &9- [11]-[13]). The main motivations for this is the fact

reference node to which all other nodes can be synchroniz&tt many control and robotics problem can not be solved
by simple linear consensus, or at least it would be more
A. Fagiolini, S. Martini, and A. Bicchi are with the natural to formulate solutions involving more general ferm
Interdepartmental ~ Research ~ Center  *E.  Piaggio” of thepf consensus. In [12], a set-valued consensus algorithm was
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bi cchi @ng. unipi.it. agreement on the presence of misbehaving neighbors.
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In this paper, we will proceed along the same line, b
transposing the clock synchronization problem into a conse
sus problem on sets. This is achieved by exploiting the ide A =T NT, AT
that uncertain measures of a clock that have been propaga
through the network can be represented as interval. TF
idea was first proposed by Marzullo in [14] that showed

centralized algorithm to determine the smallest confidenc ' [ l J
interval that is contained in the largest number of sensc § .
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measures. The solution therein proposed now forms the ba
of the Network Time Protocol (NTP) [15], a protocol that
is implemented in many software platforms and operatin
systems. NTP sets and maintains the system time of day
synchronism with Internet standard time servers. NTP dot
most computations in 64-bit floating—point arithmetic anc
does relatively clumsy 64-bit fixed—point operations only
when necessary to preserve the ultimate precision, abqt 1. an instance of the algorithm to solve the set-valuemitilation
2.32 x 10710 seconds (232 picoseconds). While the ultimatef Marzullo’s problem with3 input sets.
precision is not achievable with ordinary workstations and
networks of today, it may be required with future gigahertz
CPU clocks and gigabit LANs. However, Marzullo’s solu-Then, consider the sets
tion is actually centralized and is extended to a distribute e(nm—i+1) n_itl
approach in this paper. A = U ﬂ Ui, .,

The outline of this paper is the following. In Section II, an et het
extension of Marzullo’s problem for clock synchronization _ . . .
is introduced, and a centralized translation invoIvingyonI]cor t= L2, Wr,'_ere_“"l’”"“*”*”l. are distinct
operations on sets is derived. In Section Il a distribute&?mblnatlons of agents’ indices. More explicitty, the st
version of the algorithm is found that consists of a set-edlu given by
consensus system. Finally, in Section IV, the effectivenes * A1 = UiNUzN---NU, (the intersection of alk sensor
of the proposed solution is shown through some numerical measures),

Minterm Filter

simulations. o Ay = (Ul NnUxN-- 'ﬁUn_l) U (UlﬂUgﬂ' --NU,—2N
NU,)U... (the union of then possible intersections
II. A CENTRALIZED EXTENSION OFMARZULLO’S of n — 1 sensor measures),
ALGORITHM o .-

Consider the clock synchronization algorithm originally ¢ An = U1UU2 U ... U U, (the union of the: individual
proposed by Marzullo in [14]. In this section, we propose  S€NsOr measures).
an extension of the algorithm and we show how to conveffonsider also the following filtering sets:
it into a problem involving only operations on sets.

Suppose to have sensors that are able to measure the U ifrjél-_ U:’ 0 (1)
value of quantity of interest within a confidence interval or T, =T';,_1 N { 0 if Azfl y 0)’ fori=2,...,n.
set. Let us denote withh € U this quantity that may range il ’
from time, temperature, to the position of an object during &hen, the desired confidence $étis readily given by
SLAM application, or to the configuration of a neighboring "
car (as e.g. in the IDS considered in [12]). Y = U TN A) EM(UY,...,U,). (2)

Suppose that one or more of these sensors may fail and
produce a confidence interval or set that is not consistent
with the others. Then, given thesesets,Uy,...,U,, we
want to compute the smallest s&t that is contained in

i=1

We can give the following
Definition 1: Given n set measure$/y,...,U,, we say

the largest number of such sensor measures. This quan ty; is conS|st_ent|f I shareg an intersection with the
allest set that is common with the maximum number of

represents the set that is most likely to contain the rez’%ﬁI h s i
clock value. A solution to this problem can be found thaf"® Other sets, i.e.

uses only ope_rations on sets (union intersectionN, and Uy N M(Uy,...,Uy) #0.
complementatior€ (-)).

Given n agents’ indicesl, 2, ..., n, consider the number Conversely, we say thdf; is inconsistent
of combinations of of such indices out of. being specified A pictorial representation of the algorithm is reported
by in Fig. 1. The figure outlines the modular structure of the

N der [T algorithm, where the output of a module is the input of the
o(n, 1) ’ following one.



Once the best estimated déthas been computed from the state with the value of its local estimate of the quantity of
initial collection X4,..., X,,, one has typically to extract interest, i.e.
a scalar valueb € X to be used in a control loop. For X;(0) — U;(0).
time synchronization, the complete setts= [0, ), and a

common choice is to take the earliest interitalin, fymaz] C Then, we want to design a distributed iteration rule of the
wmy Ymaxr| =

Y and extract its middle value form
tmaz — tmi X(t+1)=F(X(t)),
b _ max mwn ) ) ]
2 where X = (X1,...,X,,)7 is the system’s state, arntds a
A. Example discrete time, such that, starting from any initial staté0),

every agent will consent on Marzullo’s centralized degcisio

Suppose o have the intervél = [0,00), andm = 3 i.e. there exists a finite timeé such that

sensors providing the following confidence interval;, =

[1,10], Uy = [30,40], andUs = [6,29]. In this case, map X (6) =M (U(0)) =M (X(0)).

computes the following intervals: ) .
Furthermore, due to the result stated in [16] and concerning

A = UhinU:nUs =0, the impossibility to reach a consensusth corrupted data,
Ay = (UinU2)U (Ui NUs)U(U2NUs) = [6,10], we must add a further hypothesis to the problem guaranteeing
As = U1UU2UU; =[1,29] U [30,40] . that the maximum number of inconsistent measures is at

The filtering sets are the intervaly, = U, I's = U, and Mosty. We will refer to this as thdounded inconsistency
I's = (. Thus, the smallest interval that is in common to thdlypothesis
largest number of the given intervals is From [17], recall the following
Definition 2: A graph G = (V,E) is said to bek—
Y (F1nA) U (TN Az) U (I3 N A3) = connectedif there does not exist a set &f — 1 vertices
= ([0,00)N0) U ([0,00) N[6,10]) U in V whose removal disconnects the graph, i.e. the vertex
u(@n ([1,29] U [30,40])) = connectivity of G is greater or equal té.
= [6,10], Therefore, a connected graphlisconnected, and a bicon-
which is contained inJ; and U, (see Fig. lI-A). On the nected graph ig—connected.
contrary, the third sensor's measure is faulty. Indeed, we First of all, note that the hypothesis of bounded incon-
have: sistency implies that there exists at least one combination
YNU;=0. of n — v sets that share an intersection with Marzullo’s
centralized decision, i.e.

Fir, o siny €{1,...,n} [ Xs, N M*#£0,  (3)

P A whereM* = M (X1(0),...,X,(0)). In case of virtuous sce-
nario with only consistent measureg £ 0), this condition
“ implies that

X100) NN X,(0)#0,

and a solution to the problem can be obtained by simply
- replicating the M-Algorithm on every node according to its
communication neighbors, i.e.

Fl(X)ZM(Xh, ,Xini),forizl,...,n,

Fig. 2. Example of clock interval estimated by the centelizolution of s R :
Marzullo’'s algorithm. The estimated set is in green, theraxr measures where n; is any number of agenrAZ S nelghbors, and

U, and Us are in blue, and the inconsistent measUgis in red. i1, ,1,, are their indices. Indeed, in the virtuous hypothe-
sis, the algorithm on agent; reduces to a pure intersection
of the data received from its communication neighbors. As it
is well-known, set intersection is associative, commuéati
The algorithm presented in Section Il is able to solve thand idempotent X N X = X). Therefore, given that the
extended Marzullo’s problem only in a centralized settingyunderlying communication graph is connected, the network
whereas we want that every agent have a consistent infmenvergence toward the centralized decisi&@ri is guar-
mation on the quantity of interest so that any of them can anteed ( [12]). Thus its distributed application allows the
be polled by an external user. To this aim, let us suppose thegents to consent on the value of the centralized intecsgcti
every generic agentl; has a stateX; C U that represents which is also the desired solution of the extended Marzsillo’
its estimate of the quantity of interestand is able to share problem. Consider the case with > 0. Suppose that all
the value of its state with all its neighbors by exchanging aitial measures are represented bgmpactsets so that,
message with them. Suppose that every agent initializes ifsa common intersection exists, the intersection itself is

IIl. DISTRIBUTED CLOCK SYNCHRONIZATION
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Fig. 3. Simulation run of a dynamic systems estimating Méwzausolution with~ = 1 (a), andy = 2 (b) possible inconsistencies, and corresponding
behavior of the network disagreement w.r.t. Marzullo'stcaized decision (d,e).

a compact set. Due to this, all points in the Marzullo’shappens because of Eq. 3 which implies that= 0, for

centralized decision are in common with the very samé> ~ + 2. Thus, the algorithm itself reduces to

initial sets. In this case, the analysis of convergence isemo

complex. Anyway, we are able to prove the following
Theorem 1:Consider a network of agents evolving ac-

cording to the iterative rule

Xi(t+1) Fi(X)
X (0) Ui

for i = 1,...,n, where at mosty initial states may be \nich implies that an algorithm computing only the term

inconsistent. The netwo_rk_ can reach a consensus on t € returns a value that is upper bounded by an algorithm

centralized Marzullo decision computing only the termd; ;. We replicate the Algorithm
X* = (]\/[*’ ,M*)T,

on every node according to its communication neighbors,
M* EM(X1(0),...,X,(0)),

ie.
if the agents can exchange messages according to a com-

munication matrixC that is at least—connected, withr = . . . .
. . . Consider the worst case, i.e. a node is connected with all the
2~ 4+ 1. The consensus is achieved in at mossteps. .
faulty nodes. We define; = {a, .., f} andnc; = {h, ..., v}

. _Proof. e _have to prove that i 27 N L, the . with #¢;, = v+ 1 and #nc; = v the sets available at the
distributed algorithm converges to the centralized versio ’ .- S :
. - nodei, containing the indices of the consistent measure and
of the Marzullo Algorithm(A/*). First observe that, under . . ; .
the indices of the inconsistent measures respectively. The

bounded inconsistency, the algorithm of Marzullo’s centra unded inconsistency hvoothesis quarantees that
ized decision returns the same value of the algorithm itseiﬂ‘O y hyp 9
X N M* #£0,Vk € ¢;.

y+1

Y = U(FiﬂAi)- (4)
i=1

Moreover, note that, by construction, it holds the general
property

M (Xi1 (t)a T ’Xini (t)) )

AigAi+17 forz':l,...,n—l.

E(X) = M(X“, ,Xir),fOTZ': 1,...,n,

truncated at they + 1-th term of the union in Eq. 2. This



As X, and X, k,j € ¢; are two consistent measures, therwith the Marzullo’s centralized estimated interval is repd
it must holdM* C X}, X, which also implies that in green. The inconsistent measures are instead colored in
_ red. Finally, both figures reports the behavior of network’s
XpNX;#0 Yk jec relative disagreement

In other words we have

EZ f}@(xi,M (X(0)),

:mX #0, s€q, (5) —
where D is the vector distance, based on the symmetric
Ine, ﬂX § € ne, (6)  difference between two intervals. The figure shows that the

disagreement becom@sn a number of steps less or equal to
being /., the intersection between consistent measure, aimle diameter of the chosen communication graph. Recall that
I, the intersection between inconsistent measure. Note thae diameter of a graph is the maximum distance between
while 1., is always different from the empty-sef,., can be any two nodes in the graph, and the distance is the length

an emptyset or not. of the minimum path connecting the nodes.
Moreover, sincel,,., are inconsistent values, it is easy to  As we have stated, the proposed solution is valid also when
verify that the data that is exchanges is a set. To show this, we conclude
I.NIL =0 with a further example witl/ = [0, c0) x [0, o), andm = 4
U, NX)=0 pene sensors providing the following measured confidence sets:
H H Ul = [ ) ] [ ’ ]7
Recalling the update rule in (1) we now have Us = [814x 3,8,
M (Xila"' ’Xir) = (ﬂX&) :Ici Us = [1 10] [459]5
: Us = [8,13]x0,2].

wheres; € ¢; . This is because the M-Algorithm computesBefore showing the simulation results, let us first complge t
the smallest confidence set that is contained in the largasténtralized solution. As described in Section I, this ires
number of such sensor measures, and we have#that>  computation of the following sets

#nc;. This guarantees that the inconsistent measures do not B

affect the state X, as it also happens for the centralized UinlanUsnUs =0,

1

execution of M-algorithm (see Section I1). Under bounded 42 U Egl QZQ 2 ggg Li(éjl NUNUHY
inconsistency hypothesis, execution of the algorithm at th A — (U2 A U3) U (‘;] _m U’ YU (U1 N U
generic agent4; reduces to the intersection of any data s U (Ul QUQ) U (Ul ﬂUg) U (Ul A U4) B
received by its neighbors. Furthermore, the update rule in — 0U (R 3] [426]) é JuU S
(1) is associative, distributive, and idempotent w.rg.iftput U (8, 10] x ’ [4,8) U D U=
arguments. Since the the communication graph is connected, _ ([2’5] « [4, 6]) (18, 10] x [4, 8])
according to [12], the convergence of the dynamic system A = U ’U Us UUs UU _ T
toward the centralized decision is guaranteed in at most v ([; 5] j I, 67) ?[8 14] x [3,8]) U
steps and it proves the thesis. [ ] U ([1:1 0] % [4,9]) U ([é7 13] x [(’)’ ).

IV. SIMULATION The filtering sets ar&, = U, ', = U, T's = U, andl’, = 0.

The effectiveness of the proposed solution is showmhus the smallest set that is in common to the largest number
through numerical simulations with = 15 agents. We have of the given sets is
considere different scenarios with = 1, 2 possible incon-

( h = 1,2 possi Y = (T1NA1)U(Tsn A2) U (TsN Az) U (Ta N Ag) =
sistent measures. Agents are able to communicate according

; ([0,00) N O) U ([0,00) N B)U
to a graph, that is not reported for the sake of space, but (0, 50) N Ag) U (B 1 Ag) =
that is chosen so as to guarantee the minimum redundancy (12,5] x [4,6 3]) U (8 18] ;[4 8])
required. Fig. 3(a) reports the behavior of the dynamic ’ T
system starting from an initial condition where only onewhich is partially contained inJ; and Uz, and partially
agent, agentl;, has an inconsistent measure. In this case, tf@@ntained inU; and Uz. On the contrary, the forth sensor’s
required number of neighbors in the communication grapmeasure is faulty. Indeed, we have:
isr =2~ + 1= 3. The figure shows that the inconsistent .
. YNUy = 0.

measure is tolerated, and that every agent reach the correct
final clock interval. Fig. 3(b) refers to a simulation of a Fig. 4 refers to a simulation of the dynamic system that
dynamic system that has been design under the hypothelsas been design under the hypothesis of one possible faulty
of ¥ = 2 possible inconsistencies. In this case,= 5 node. Fig 4(a) shows the initial statd§(0) of the agents,
neighbors in the communication graph are required. Thehile Fig. 4(b) reports the final decision coinciding with
figure shows that the inconsistent measures of agép@nd the Marzullo’s centralized estimated interval is reporied
A, are tolerated. In both figures, the final decision coincidingreen. The inconsistent measure is instead colored in red.
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Fig. 4. Simulation run withn = 4 sensors that have four uncertain measures of a quantityteest on the plane (a). The final result show that the
inconsistent set (in red) has been excluded and tolerajed (b

Simulation show that the centralized estimate is achieve] J. van Greunen and J. Rabaey, “Lightweight timesyndisgion for

also by distributed execution of the algorithm. sensor networks,ln WSNA'03: Proceedings of the 2nd ACM interna-
tional conference on Wireless sensor networks and appicgt2003.
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