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Abstract— This paper presents an optimal feedback control
scheme to drive a vehicle equipped with a limited Field-Of-View
(FOV) camera towards a desired position following the shortest
path and keeping a given landmark in sight. Based on the
shortest path synthesis available from previous works, feedback
control laws are defined for any point on the motion plane
exploiting geometric properties of the synthesis itself. Moreover,
by using a slightly generalized stability analysis setting, which
is that of stability on a manifold, a proof of stability is
given. Reported simulations demonstrate the effectiveness of
the proposed technique.

I. I NTRODUCTION

Visual servoing techniques use visual information directly,
by the computation of an image error signal, or indirectly,
by the evaluation of the state of the vehicle (see [1] and [2]).
These two approaches, often referred to as Image-Based and
Position-Based visual servoing ([3]), can be regarded as the
end-points of a range of different possibilities. However,few
practical problems still affect visual servoing approaches and
depend on the particular available robotic set-up. For exam-
ple, in case of limited Field-Of-View (FOV) cameras, the
problem is of maintaining in sight the features necessary for
the visual servoing during the robot manoeuvres. In [4] and
in [5] authors present a visual control approach consistingin
a switching control scheme based on the epipolar geometry.
Anyway, whereas [4] does not consider the problem of
keeping the features in the FOV, in [5] it is assumed that
difference in depth from the initial position to the goal is
greater than the side distance from the initial position to the
goal, avoiding the need of high rotations. On the other hand,
in [6] authors propose a visual control where the advantages
of position-based visual servoing and image-based visual
servoing are merged, and a hybrid error vector is defined. In
this case the camera FOV constraints are alleviated because
the algorithm works well with few feature points. In the
context of mobile robotics, the FOV problem has been
successfully solved for a unicycle–like vehicle in [7], [8],
[9] but, the resultant path is inefficient and not optimal.

In this paper we consider the problem of visual servo con-
trol for a unicycle–like vehicle equipped with a monocular
fixed vision system. The system, subject to nonholonomic
constraints imposed by the vehicle kinematics and to FOV
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constraints imposed by camera, must reach a desired position
on the motion plane following the optimal (shortest) path. In
order to localize itself and to compute a visual servo control,
the robot must keep at least three features in view. Indeed
given three or more features both in the current image and in
the desired one, by using the estimation technique proposed
in [6], state variables of the vehicle are available up to a
scale factor. A first step toward the solution of this problem
has been done in [10] and [11] considering a single feature
to be kept in sight. In these papers, a shortest path synthesis
(locally and globally valid, respectively) has been provided,
i.e., a partition of the motion plane into regions completely
describing the shortest path type from any starting point in
that region to the goal point. An optimal synthesis in case
of three or more features in view is still under study.

Towards the practical application of the results of these
works, a crucial step is to translate the optimal trajectories
(which are evaluated from any initial condition as plans to
be executed in open-loop) into feedback control laws, i.e.,to
write laws which determine the control inputs (the vehicle
velocities) as a function of the current state of the system
only. Only when such a feedback control law is derived, it
will be possible to make the system reach the desired posture
with robustness against disturbances and uncertainties, i.e., it
will be possible to showstability of the system at the desired
configuration.

A first result in this direction has been reported in [12].
Based on the locally optimal synthesis in [10], rewritten
in terms of the parameters of the homography matrix, the
authors of [12] provide a visual control law based on an
iterative steering scheme, which is a generalized form of
feedback control (cf. e.g., [13]). The authors discuss the
stability of the method. However, as we will discuss later
on in this paper (see the example in remark 1 in section III),
the application of any feedback control scheme congruent
with the optimal synthesis in [10] and [11] is not — strictly
speaking — stabilizing the final posture in the sense of
Lyapunov.

In [14], an algorithm to translate the optimal (shortest)
paths synthesis to the image plane, thus enabling a purely
image–based optimal control scheme has been proposed. In
that paper, the optimal trajectory is analytically computed
from the initial position of the robot to the desired one
directly on the image plane. Then, a purely image–based
standard feedback trajectory controller tracking the optimal
path is given minimizing the feature error between the
actual trajectory and the reference one. However, the planned
path on the image plane was affected by noise and hence,
a replanning during the path was necessary whenever an



updating of the actual position of the robot was available. In
this paper, based on the geometric properties of the optimal
synthesis in [11], optimal feedback control laws, which are
able to align the vehicle to the shortest path from the current
configuration, are defined for any point on the motion plane.
These laws are provided in explicit form as simple algebraic
functions of the current state only, which can be easily com-
puted to give in real time the velocity input to be used - thus
requiring no replanning procedure, and being intrinsically
more robust. Also, the method does not require the use of
homography, thus being computationally cheaper and not
causing ambiguities. Stability properties for the proposed
control scheme are proven in a properly generalized analysis
setting, which is that of stability on a manifold [15], and
by using a generalization of LaSalle’s invariance principle
for discontinuous righthand system [16]. Finally, based ona
visual control scheme where a combination of position-based
visual servoing and image-based visual servoing are merged,
simulation results are reported to show the effectiveness of
the proposed technique.

II. PROBLEM DEFINITION

Let us consider a vehicle moving on a plane where a right-
handed reference frame〈W〉 is defined with origin inOW and
axesXW,ZW. The configuration of the vehicle is described
by ξ (t) = (x(t),z(t),θ (t)), where(x(t),z(t)) is the position
in 〈W〉 of a reference point in the vehicle, andθ (t) is the
vehicle heading with respect to theXW axis (see figure 1).
We assume that the dynamics of the vehicle are negligible,
and that the forward and angular velocities,ν(t) and ω(t)
respectively, are the control inputs to the kinematic modelof
the vehicle.

Choosing polar coordinates for the vehicleη = [ρ ψ β ]T

(see figure 1) the kinematic model of the unicycle-like robot
is
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We consider vehicles with bounded velocities that can turn
on the spot. In other words, we assume

(ν,ω) ∈U, (2)

with U a compact and convex subset of IR2, containing
the origin in its interior. The vehicle is equipped with a
rigidly fixed pinhole camera with a reference frame〈C〉 =
{Oc,Xc,Yc,Zc} such that the optical centerOc corresponds
to the robot’s center[x(t),z(t)]T and the optical axisZc is
aligned with the robot’s forward direction.

Because we will frequently be interested only in the
projection of η onto the robot’s workspace, i.e., in the
polar coordinates of the origin of the robot’s frame〈C〉, we
introduce the notationQ= (ρ , ψ) as a shorthand notation.

Let us assume that the feature to be kept within the on-
board camera FOV is placed on the axis through the origin
OW and perpendicular to the plane of motion. Moreover, we

Fig. 1: Mobile robot and systems coordinates. The robot’s
task is to reachP while keepingOW within a limited FOV
(shadowed in figure).

consider a symmetric planar FOV with characteristic angle
δ = 2φ , that generates the constraints

β +φ ≥ 0, β −φ ≤ 0. (3)

Notice that, in this context, we do not take under considera-
tion vertical FOV limits. Therefore, the height of the feature
on the motion plane, which corresponds to itsYc coordinate
in the camera frame〈C〉, is irrelevant to this problem. Hence,
it is necessary to know only the projection of the feature on
the motion plane, i.e.,OW.

Without loss of generality, we assume desired positionP
of the robot to lay on theXW axis, with coordinates(ρ , ψ) =
(ρP, 0) and withβ ∈ W = [−φ , φ ], whereφ ∈]0, π/2].

Let us consider the following optimal control problem: for
any pointQ∈ IR2 in the robot space toP, to minimize the
length of the path covered by the center of the vehicle by
keeping the feature anytime in sight, i.e., minimizing the cost
functional

L =

∫ τ

0
|ν|dt , (4)

under thefeasibility constraints(1), (2), (3). Here,τ is the
time needed to reachP that isρ(τ) = ρP, ψ(τ) = 0.

Previous papers on this subject have studied this problem
([11], [10], [17]). They provide a complete optimal synthesis,
i.e., a language of optimal control words, and a global
partition of the motion plane induced by shortest paths, such
that a word in the optimal language is univocally associated
to a region and completely describes the shortest path from
any starting point in that region to the goal point. For reader
convenience, next section is dedicated to briefly summarize
the work presented in [11].

A. Shortest Path Synthesis

In this section, we report main results of [11] referring to
this paper for further details.

As a first result, based on the theory of optimal control
with state and control constraints [18], extremal maneu-
vers of the optimal problem (i.e. maneuvers that satisfy
necessary conditions for optimality) are rotation on the
spot (corresponding toν = 0 and denoted by∗), straight



line (corresponding toω = 0 and denoted byS), and two
logarithmic spirals with characteristic angleφ , clockwise and
counterclockwise rotating around the feature (i.e.,OW) and
denoted byTL and TR, respectively. Moreover, as extremal
arcs can be executed by the vehicle in either forward or
backward direction, we use superscripts+ and− to make
this explicit (e.g.,S− stands for a straight line executed
backward w.r.t. the heading angle). In conclusion, extremal
paths consist of sequences, orwords, comprised of symbols
in the alphabet{∗, S+, S−, TR+, TR−, TL+, TL−}. Rotations
on the spot (∗) have zero length, but may be used to properly
connect other maneuvers. A concatenation of typeTS (ST)
refers to a smooth transition.

Symmetries and invariants of the problem have been
exploited to determine optimal paths from any point of the
motion plane to the goal, providing a complete partition
of the motion plane in regions as shown in figure 2 and
described in Table I. Despite that every optimal path may
begin and end with a turn on the spot, in Table I, we
omit explicit mention of initial and final rotation in place
to simplify notation.

Let us also introduce here a further result of [11] which
will turn out to be a useful tool in the following sections.
For any pointQ, let us consider regionCQ delimited by
two circle arcsCR

Q and CL
Q betweenQ and OW such that

∀V ∈ CR
Q (CL

Q), angle Q̂VOW = π − φ in the half-plane on
the right (left) ofQOW. We will refer toCR

Q (CL
Q) as the right

(left) φ–arc inQ. Moreover, letrR
Q (rL

Q) denote the half–line
from Q forming an angleψQ+φ (ψQ−φ ) with theXW axis.
Also, let ΓQ denote the cone delimited byrR

Q and rL
Q. We

will refer to rR
Q (rL

Q) as the right (left)φ–radius inQ. By
elementary geometric arguments, all points ofCQ and ΓQ

are reachable by a straight line without violating the FOV
constraints. Moreover, we have the following result whose
proof can be found in [11]:

Proposition 1: If an optimal path fromQ includes a
segment of the typeS+ (S−), with extremes inA and B (B
andA), then eitherB= P∈CA (A= P∈CB) or B∈CR

A ∪CL
A

(A∈ rR
B∪ rL

B).
Before starting toward desired positionP, vehicle needs to

localize itself in the motion plane, that is to deduce the region
it belongs to, in order to select the optimal path. For any point
Q= (ρ , ψ), i.e., the current robot position, Table I describes
the criteria to deduce the regionQ belongs to, based on ratio
ρ/ρP and angleψ .

The computation of these parameters requires at least two
corresponding features in the current image and in the desired
one in addition to the one that must be maintained inside
FOV during all maneuvers that vehicle performs fromQ to
P, along shortest path. Indeed, in [19] authors show that,
by taking the planar motion constraint of the mobile robot
into account, robot position can be directly computed using
three feature points in a non singular configuration, up to
a common scale factor arbitrarily chosen within the set of
state variable (for example, the hight of one feature w.r.t.〈C〉
frame).

Fig. 2: Partition of the upper half plane withφ = π/4.

Region
Optimal Path

Type Inclusion Conditions

I S− ρ ≤ ρP
sin(φ −ψ)

sinφ
, andψ ≤ φ

Ic S+ ρ > ρP
sinφ

sin(φ −ψ)
, andψ ≤ φ

II ∪ IIc TL+ ∗TR−
P

ρP e(ψ−ψM )t ≤ρ ≤ ρP e−(ψ−ψM )t ,

ρP e−ψ t <ρ < ρP eψ t , ψ ≤ ψM

II ′ TR−
P ρ = ρP e−ψ t , with ψ ≤

ψM

2
II ′c TL+

P ρ = ρP eψ t , with ψ ≤
ψM

2
III ∪ III c S+ ∗S− 2φ +ψM ≤ ψ ≤ π

IV ∪ IVc S+TL+ ∗TR−S−
ρP

sinψ̄
sinφ

≤ρ ≤ ρP
sinφ
sinψ̄

,

ψM ≤ψ ≤ 2φ +ψM

V TL+ ∗TR−S−
ρ ≤ ρP

sinψ̄
sinφ

,

ρP e−(ψQ−ψM)t ≤ρ ≤ ρP e(ψ−ψM )t ,

ψM

2
≤ψ ≤ ψM +φ

Vc S+TL+ ∗TR−
P

ρP
sinφ
sinψ̄

≤ρ ≤ ρP
1

sinφ sinψ̂
,

ρ ≥ ρP e−(ψ−ψM )t ,

ψM

2
≤ψ ≤ ψM +φ

VI TR−S−
ρP

sin(φ −ψ)

sinφ
≤ρ ≤ ρP sinφ sinψ̂ ,

ρ ≤ ρP e−ψ t , andψ ≤ φ +
ψM

2

VIc S+TL+
P

ρP
1

sinφ sin(φ −ψ)
≤ρ ≤ ρP

sinφ
sinψ̂

ρ ≥ ρP eψ t , andψ ≤ φ +
ψM

2

TABLE I: Optimal synthesis in the upper half–plane and
Region inclusion conditions for initial positionQ. Where
ψ̄ = φ −ψ +ψM and ψ̂ = φ −ψ + ψM

2 .

III. O PTIMAL FEEDBACK CONTROL LAWS

In this section, we define feedback control lawsu(η) =
[ν(η), ω(η)]T for any initial configurationη = [ρ , ψ , β ]T
of the vehicle. In this regard, it should be noticed that the
shortest path synthesis in Table I is completely defined in
terms of variablesρ/ρP and ψ only, but it is independent
from β . Indeed, the synthesis is obtained minimizing cost
functional 4 which does not weighβ . For this reason, the
cost functional does not constrainβ to be decreasing, as
shown in the following remark.

Remark 1:Consider a vehicle positionQ, on the boundary
CR

P between Region I and Region VI (see figure 2), arbitrarily
close to the desired positionP w.r.t. statesρ , ψ , andβ . In
other words, letη = (ρP − ε1, ε2, ε3) where ε1, ε2 and ε3

are arbitrarily small (see figure 3). In order to perform an



Fig. 3: An example to show that pointP is not stable for the
optimality controlled system, in the sense of Lyapunov.

optimal path, the vehicle must turn on the spot inQ, and
β goes as far asφ before converging to zero. This happens
for any robot configuration onCR

P. Thus, strictly speaking,
point P is not stable in the sense of Lyapunov for the system
controlled with the optimal synthesis in [11] and [10] (the
two synthesis coincide here).

Despite the previous remark, the proposed optimal feed-
back control scheme clearly exhibits convergence and bound-
edness of trajectories, which can be formalized and proved
in a slightly generalized stability analysis setting, which is
that of stability on a manifold ([15]). In this regard, let a
functionV : IR3 → IR be defined as

V(η) =
1
2

(

ρ
ρP

−1

)2

+
ψ2

2
+

1
2

D2(β , W ) , (5)

whereD(β , W ) is defined as

D(β , W ) =











−β −φ if β <−φ ,

0 if β ∈ W = [−φ , φ ] ,
φ −β if β > φ .

(6)

Notice that, (5) is a continuously differentiable function
such thatV(η) = 0 on manifoldM = {η ∈ IR3|ρ = ρP, ψ =
0, β ∈ W }, whereas set

Ωℓ = {η ∈ IR3 : V(η)≤ ℓ}

is bounded for everyℓ > 0. In the following, we consider
a valueℓ such that set{β | −π/2< β < π/2} is included
inside Ωℓ. The time derivative of (5) along the trajectories
of the system is given by

V̇(η)=
1

ρP

[

−

(

ρ
ρP

−1

)

cosβ +(ψ −D(β , W ))
ρP sinβ

ρ

]

ν+D(β ,W )ω ,

(7)
whereν andω are robot’s control inputs. As the vehicle has

to be always aligned with the optimal path,ω is determined
by geometrical conditions deduced by the synthesis itself.On
the other hand, as the vehicle has to reach pointP along the
shortest path without any time constraint,ν can be chosen
in order to makeV̇ at least negative semidefinite, e.g.,

ν = ν̄ =−Kν

[

−

(

ρ
ρP

−1

)

cosβ +(ψ −D(β , W ))
ρP sinβ

ρ

]

. (8)

Finally, let us defineR as the set of all points inΩℓ where
V̇ = 0.

Next sections are dedicated to define the optimal control
laws, ν and ω , for any point on the motion plane, and to
prove stability properties of the optimal feedback control
scheme on the manifoldM.

Fig. 4: Geometric construction to determine control law in
Region I and Ic.

A. Control Laws

The key idea behind the control laws defined in this
section, is to establish geometric conditions that have to be
respected to keep the vehicle aligned with optimal path in
each pointQ on the motion plane. As a consequence, with
the proposed control laws the vehicle is able to perform the
optimal path between the current robot position to the desired
one, even if non–persistent drift occur in the command
execution.

Although the optimal synthesis is completely defined in
terms of only the state variablesρ and ψ , control laws are
defined in terms ofρ , ψ and β , whereβ ∈ W = [−φ , φ ].
We will use superscriptW to make this explicit, (e.g.,
IW corresponds to robot configurationη = (ρ , ψ , β ) such
that point (ρ , ψ) belongs to Region I and angleβ ∈ W ).
Moreover, as control laws defined in next sections depend on
geometrical properties of the optimal synthesis, they are not
valid for values ofβ /∈W and, hence, it could not guarantee
stability outsideW . For this reason, forη such thatβ /∈ W

and, henceD(β , W ) 6= 0, we consider the following control
laws:

u(η) =

{

ν = 0,

ω =−KωD(β , W )
(9)

whereKω is a positive control gain.
Finally, due to the symmetry of the optimal synthesis, we

considerQ in the upper half plane (see figure 2), taking into
account that a similar procedure can be followed to design
control laws in each corresponding symmetric region.

1) Control Law for Configurationη ∈ IW ∪ IWc : for these
robot configurations (see Table I), the optimal path toP is
a straight line. From proposition 1, as for any pointQ ∈ I
(Q∈ Ic), pointP∈CQ (P∈ ΓQ), vehicle follows optimal path
if it is anytime aligned with segmentQP. Hence, based on
figure 4, and by using the sine rule, we obtain the following
alignment condition

FIW ∪ IWc
(η) =

ρ
ρP

sinβ − sin(β −ψ) = 0 (10)

Notice that, (10) depends on ratioρρP
. As a consequence, it

is also valid for state variables whose values are scaled by a
common factor.

Based on (10) we are now able to define control lawu(η):

ω = Kω

(

ρ
ρP

sinβ −sin(β −ψ)

)

,

{

ν = 0, if FIW ∪ IWc
(η) 6= 0 ,

ν = ν̄, if FIW ∪ IWc
(η) = 0 ,

(11)



Fig. 5: Geometric construction to determine control law in
Region Vc.

whereKω is a positive control gain for pointsQ∈ IW and
negative for pointsQ∈ IWc . In other words, the vehicle rotates
on the spot until alignment conditionFIW ∪ IWc

(η) = 0, and
then follows straight line path towardP.

Remark 2:Notice that, whenFIW ∪ IWc
(η) = 0 we still

computeω in order to correct the orientation error due to
noise or drift, as usual happens in reality. This also happens
for the following control laws.

2) Control Law for Configurationη ∈ VIWc : for these
robot configurations, the optimal path toP is of typeS+TL+

P
(see Table I). For anyQ∈VI c, based on proposition 1, robot
must move straight towardG, intersection betweenCL

Q and
spiral TL

P (see figure 6), that is, recalling thatQ= (ρ , ψ), a
solution of

FVIWc
(η) =

ρ
ρP

sinβ
sinφ

+e(ψ−β−φ)t = 0, (12)

in terms ofβ , wheret = 1/ tanφ . Based on (12) we are now
able to define the control algorithm for pointsQ belonging
to Region VI:

ω = Kω

(

ρ
ρP

sinβ
sinφ

+e(ψ−β−φ )t
)

,

{

ν = 0, if FVIWc
(η) 6= 0 ,

ν = ν̄ , if FVIWc
(η) = 0 ,

with Kω > 0.
3) Control Law for Configurationη ∈ VW

c : if robot
position is in regions Vc (see figure 2), withβ ∈ W , for
these robot configurations, the shortest path toP is of
type S+TL+ ∗TR−

P (see Table I). From pointsQ ∈ Vc, for
proposition 1, vehicle must move toward the intersection
point between spiralTR

M and CL
Q (see figure 5), that is a

solution of

FVW
c
(η) =

ρ
ρP

sinβ
sinφ

+e(ψM−ψ+β+φ)t = 0, (13)

in terms ofβ , whereψM =−4tanφ lnsinφ andt = 1/ tanφ .
Notice that, (13) is valid for state variables whose values
are scaled by a common factor. Based on (13) we are now
able to define the control algorithm for pointsQ belonging
to Region Vc:

ω = Kω

(

ρ
ρP

sinβ
sinφ

+e(ψM−ψ+β+φ )t
)

,

{

ν = 0, if FVW
c
(η) 6= 0 ,

ν = ν̄ , if FVW
c
(η) = 0 ,

whereKω > 0.

4) Control Law for Configurationη ∈ IVW ∪ IVW
c : from

these robot configurations, the optimal path toP is of type
S+TL+ ∗TR−S− (see Table I). Based on proposition 1, from
these points, vehicle has to be aligned with segmentQG,
whereG is the intersection point betweenCL

Q andCR
M (see

figure 6). In other words, given a pointQ in Region IV∪ IVc,
alignment condition can be obtained as solution of

FIVW ∪IVW
c
(η) = sin(2φ +ψM +β −ψ)+

ρ
ρP

sinβ = 0,

(14)
in terms ofβ , whereψM =−4tanφ lnsinφ . Notice that, (14)
is valid for state variables whose values are scaled by a
common factor. Based on (14) we are now able to define
the control laws:

ω = Kω

(

sin(2φ +ψM +β −ψ)+
ρ
ρP

sinβ
)

,

{

ν = 0, if FIVW ∪IVW
c
(η) 6= 0 ,

ν = ν̄, if FIVW ∪IVW
c
(η) = 0 ,

whereKω > 0.
5) Control Law for Configurationη ∈ II ′c ∪ IIW ∪ IIW

c ∪
VW : from these robot configurations, the robot must move
along aTL+

Q spiral arc. The vehicle is aligned with a left
logarithmic spiral if angleβ is equal to spiral’s characteristic
angle, i.e.,β = φ . Hence, the control laws for such points
are

ω =−Kω (β +φ)+
sinβ

ρ
ν,

{

ν = 0, if β +φ 6= 0 ,

ν = ν̄ , if β +φ = 0 ,

whereKω > 0. Unfortunately, for geometrical properties of
the logarithmic spirals, it is not possible to move along spirals
with a feedback control computed on state variables known
up to a common scale factor (notice that this occurs also for
a circumference). Hence, a further knowledge about feature
position is necessary to perform this path, for example hight
of the feature that is kept in sight during motion.

6) Control Law for Configurationη ∈ II ′W ∪ VIW : if
robot configurationη is such that pointQ= (ρ , ψ) belongs
to regions II′W ∪ VIW , with β ∈ W , from these robot
configurations, the robot must move along aTR−

Q spiral
arc. The vehicle is aligned with a right logarithmic spiral if
angleβ is equal to spiral’s characteristic angle, i.e.,β =−φ .
Hence, the control laws for such points are

ω =−Kω (β −φ)+
sinβ

ρ
ν,

{

ν = 0, if β −φ 6= 0 ,

ν = ν̄ , if β −φ = 0 ,

whereKω > 0.
7) Control Law for Configurationη ∈ III W ∪ III W

c : if
robot configurationη is such that pointQ= (ρ , ψ) belongs
to regions IIIW ∪ III W

c , with β ∈ W , in this particular case,
the robot must move toward feature positionOW. The vehicle
is aligned with the straight line fromQ to OW if β = 0; hence,
control laws are

ω = Kω β ,

{

ν = 0, if β 6= 0 ,

ν = ν̄, if β = 0 ,

whereKω > 0. Notice that,ν defined in (8), has a singularity
in OW. Indeed, inOW variablesβ and ψ are not defined
and ρ = 0. In this case is however still possible to define
control laws that brings the robot in region VI (or I) without



Fig. 6: Geometric construction to determine control law in Region IV∪ IVc and Region VIc.

following the optimal path in order to avoid the crossing of
OW.

IV. STABILITY ANALYSIS

In this section, the stability of the control scheme previ-
ously presented is analyzed by means of a generalization of
the LaSalle’s invariance principle for discontinuous righthand
systems [16], showing that manifoldM = {η ∈ IR3|ρ =
ρP, ψ = 0, β ∈ W } is asymptotically stable for any initial
configuration of the robot on the motion plane.

The objective here is to prove that the largest invariant set
in R= {η ∈ IR3|V̇(η) = 0} in Ωℓ is the manifoldM. Next
section are dedicated to characterized setR for each region
and then determine the largest invariant set inΩℓ. For the
sake of clarity, for each region we consider only points in
Ωℓ omitting this intersection in the following notation.

For pointsQ such thatβ /∈W , i.e. D(β , W ) 6= 0, V̇(η) =
−KωD2(β , W ), that is negative semidefinite. Set of points
Q such thatV̇(η) = 0 is given by Rβ /∈W = {D(β ,W ) =
0, ∀ρ , ∀ψ}, i.e., set of points whose stability will now be
analyzed.

For all pointsQ such thatβ ∈ W , (7) becomes

V̇(η) =
1

ρP

[

−

(

ρ
ρP

−1

)

cosβ +ψ
ρP sinβ

ρ

]

ν , (15)

that depends only on input controlν. Notice that, since
D(β , W ) = 0, the control inputν is the same for all the
regions of the optimal synthesis and

V̇(η) =−
Kν
ρP

[

−

(

ρ
ρP

−1

)

cosβ +ψ
ρP sinβ

ρ

]2

. (16)

The set of points Q with β ∈ W and such that
V̇(η) = 0 is Rβ∈W = M ∪ {ψ = 0, β = π/2, ∀ρ} ∪
{

β = arctan
((

ρ
ρP

−1
)

ρ
ρP

1
ψ

)

, ∀ψ , ∀ρ
}

.
The objective now is to characterize the largest invariant

set contained inRβ∈W .
Proposition 2: The largest invariance set contained inR=

Rβ /∈W ∪Rβ∈W is M = {η ∈ IR3|ρ = ρP, ψ = 0, β ∈ W }.
Proof: Previous results for pointQ such thatβ ∈ W

prove that starting fromRβ /∈W , the system evolves inRβ∈W .
Hence,Rβ /∈W does not contain invariant sets.

For anyQ such thatβ = arctan
((

ρ
ρP

−1
)

ρ
ρP

1
ψ

)

, we have

V̇(η) = 0 and henceν = 0. As a consequence, from the

kinematic model,̇ρ = ψ̇ = 0 and henceβ should be constant.
From the control laws defined previously, this happens only
if β is such that the robot is aligned with the optimal path
associated to the region it belongs to. It can be directly
verified that such values ofβ do not verify alignment
conditions reported above. Hence, the considered subset of
R does not contain invariant sets.

Set R1 = {ψ = 0, β = π/2, ∀ρ} is a subset of IW ∪ IWc .
Hence, for anyQ in R1, (10) becomesFIW ∪IWc

= ρ
ρP

−1. If

ρ 6= ρP the control laws areν = 0 andω 6= 0. Hence,β̇ 6= 0
andR1 does not contain invariant sets.

If Q ∈ R1 and ρQ = ρP we have thatQ is a particular
point of M. Finally, notice thatM ⊂ IW , and for anyQ∈ M
FIW ∪IWc

= 0. From control laws 11 we haveν = ω = 0 hence
M is an invariant set.

As the control laws are derived from the optimal synthesis
which is discontinuous, then also the closed–loop system
is discontinuous. Nevertheless, existence and uniqueness
of solutions are guaranteed by Filippov existence theorem
(see [11]) and the control laws choice in previous section.
By using a generalization of LaSalle’s invariance principle
for discontinuous righthand systems [16] and proposition 2,
M is stable for the optimal feedback control laws previously
defined.

V. SIMULATION RESULTS

In this section, simulated results are presented showing the
effectiveness of control laws proposed in this paper.

A virtual framework is used where random 3-D points
representing features of a virtual scene are generated. The
3-D points of the scene are projected in the image plane of
a virtual camera whose size is 640×480 pixels. Moreover,
the image frames are captured with 10 frames/second. The
characteristic angle of the symmetric planar cone isδ = 2φ =
37.76◦. The control laws proposed in this paper are designed
to keep only one landmark in view. Nevertheless, before
moving toward desired positionP along the optimal path,
vehicle needs to localize itself by the estimate ofψ and ratio
ρ/ρP by using feature measurements on the image plane. In
order to do this at least three features in view are needed.
For this reason, we will generate several virtual points in
the scene to guarantee this requirement anytime during all
maneuvers that robot performs along the shortest path. Once
the vehicle is localized, the associated controller is selected
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and performed. Control laws for configurationsη in Regions
IW , IWc , VIWc , VW

c , IVW ∪ IVW
c and IIIW ∪ III W

c are defined
in terms ofβ and ratioρ/ρP which can be determined by
using directly image coordinates of only one feature andψ
which can be determine as in [6] by using at least three
image feature coordinates. On the other hand, for control
laws in Regions II′W , II ′Wc , IIW , IIWc and VIW , input ω is
defined in terms of the absolute value ofρ which can be
obtained by using directly image coordinates of only one
feature but assuming, as in this paper, that the height of
the feature is known. For this reason, the visual servoing
approach proposed here can be classified as a combination
of Image-Based and Position-Based approach depending on
which Region robot is in.

Simulations reported here concern the optimal feedback
control laws from pointsQ in Region Ic (see figure 7) and
Region IV∪ IVc (see figure 8). Figures show also feature
trajectories on image plane (see [14] for correspondences
between image trajectories and extremal arc followed by the
vehicle). Notice that, when the vehicle performs a logarith-
mic spiral the reference feature inOw should move along the
left or the right border of the image plane. From a practical
point of view, a small deviation in the wrong direction causes
the robot to lost the feature. For this reason, we assume

that during spiral motions the feature inOw moves along a
line parallel to the left or the right border, at a distance of
10 pixels (e.g., figure 8).

Simulations are performed adding Gaussian image noise
to the points with a standard deviation ofσ = 0.3 pixels.
Moreover, as typically done in simulations, in order to avoid
a jerky behavior of the real robot (e.g., in our case the
linear velocity assumes a non–zero value only if the robot is
perfectly aligned with the optimal vector field) we implement
a dead zone around the switching condition in which the
linear velocity is non zero. In addition, in order to keep the
vehicle aligned to the path the linear velocity may need to be
reduced with respect to the angular velocity. In this case the
linear velocity can be changed, throughKv, without affecting
the optimality of the trajectory that is minimized in terms of
length and not in terms of time.

As previously said, for self–localization at least two fea-
tures in addition to the reference one inOw must be kept in
view along shortest path from anyQ to P. These features
can be chosen arbitrarily at any moment and they need to be
tracked during the servoing task. In other words, if a feature
is lost it is sufficient to chose another feature in view in order
to have a correct robot localization.

Finally, when robot reaches desired positionP, the control



law u(η) = [0, Kωβ ] is performed in order to align the
vehicle with the desired orientation.

VI. CONCLUSION AND FUTURE WORKS

A nonlinear optimal feedback control capable of main-
taining the vehicle aligned with shortest path from any
initial robot position to the desired one has been proposed.
Moreover, a proof of stability has been given and realistic
simulations, assuming feature noise and loss of features, have
been reported, proving the effectiveness of our technique.
However, experiments on a real nonholonomic robot platform
must be done to prove the effectiveness of the proposed
control laws in realistic conditions and is left to future works.
In this paper, the problem of keeping in sight, during motion,
at least one feature has been taken into account. On the other
hand, in order to obtain the current robot position, a least
three features are needed. As a consequence, a generalization
of the optimal synthesis used in this paper to define the
optimal control laws would be necessary, providing the
shortest paths to a goal keeping in sight at least three
features. Such extension to the proposed approach is still
an open problem. Furthermore, only horizontal FOV limits
have been taken into account; a further generalization will
be to consider also vertical FOV limits which prevent the
vehicle to reach points in a neighborhood of landmarks.
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