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Abstract— This paper presents an optimal feedback control ~constraints imposed by camera, must reach a desired positio
scheme to drive a vehicle equipped with a limited Field-Of-Vew  on the motion plane following the optimal (shortest) path. |
(FOV) camera towards a desired position following the shogst — qer tg |ocalize itself and to compute a visual servo cdntro
path and keeping a given landmark in sight. Based on the th bot t K t least th feat L Indeed
shortest path synthesis available from previous works, fetback _e robot must keep at leas re_e eatures In _V'eW' n eQ
control laws are defined for any point on the motion plane diven three or more features both in the currentimage and in
exploiting geometric properties of the synthesis itself. Mreover, the desired one, by using the estimation technique proposed
by using a slightly generalized stability analysis settingwhich in [6], state variables of the vehicle are available up to a
is that of stability on a manifold, a proof of stability is  gcqle factor. A first step toward the solution of this problem
given. Reported simulations demonstrate the effectivenesof . . .

; has been done in [10] and [11] considering a single feature
the proposed technique. T .
to be kept in sight. In these papers, a shortest path systhesi

. INTRODUCTION (locally and globally valid, respectively) has been pradd

Visual servoing techniques use visual information digectl -€- @ partition of the motion plane into regions complgtel
by the computation of an image error signal, or indirectlyd®Scribing the shortest path type from any starting point in
by the evaluation of the state of the vehicle (see [1] and [2]j1@t region to the goal point. An optimal synthesis in case
These two approaches, often referred to as Image-Based &jghree or more features in view is still under study.
Position-Based visual servoing ([3]), can be regarded as th Towards the practical application of the results of these
end-points of a range of different possibilities. Howevew, ~WOrKS, a crucial step is to translate the optimal trajeefori
practical problems still affect visual servoing approached (which are eyaluated from.any initial condition as pIaps to
depend on the particular available robotic set-up. For exarR€ €xecuted in open-loop) into feedback control laws, tce.,
ple, in case of limited Field-Of-View (FOV) cameras, theWrite _Igws which detgrmme the control inputs (the vehicle
problem is of maintaining in sight the features necessary fy€locities) as a function of the current state of the system
the visual servoing during the robot manoeuvres. In [4] an@nly- Only when such a feedback control law is derived, it
in [5] authors present a visual control approach consisting Will be possible to make the system reach the desired posture
a switching control scheme based on the epipolar geometWith robustness against disturbances and uncertaingesiti
Anyway, whereas [4] does not consider the problem oill pe pos_S|bIe to showgtability of the system at the desired
keeping the features in the FOV, in [5] it is assumed thatonfiguration. _
difference in depth from the initial position to the goal is A first result in this direction has been reported in [12].
greater than the side distance from the initial positiorhte t Based on the locally optimal synthesis in [10], rewritten
goal, avoiding the need of high rotations. On the other hanlf! {€rms of the parameters of the homography matrix, the
in [6] authors propose a visual control where the advantag@&thors of [12] provide a visual control law based on an
of position-based visual servoing and image-based visuligrative steering scheme, which is a generalized form of
servoing are merged, and a hybrid error vector is defined. fgédPack control (cf. e.g., [13]). The authors discuss the
this case the camera FOV constraints are alleviated beca@Pility of the method. However, as we will discuss later
the algorithm works well with few feature points. In the©n in this paper (see the example in remark 1 in section 111},

context of mobile robotics, the FOV problem has beef!® a@pplication of any feedback control scheme congruent

successfully solved for a unicycle—like vehicle in [7], [8] With the optimal synthesis in [10] and [11] is not — strictly

[9] but, the resultant path is inefficient and not optimal.  SPeaking — stabilizing the final posture in the sense of
In this paper we consider the problem of visual servo corYaPunov. _ _

trol for a unicyclelike vehicle equipped with a monocular !N [14], an algorithm to translate the optimal (shortest)

fixed vision system. The system, subject to nonholonomfaths synthesis to the image plane, thus enabling a purely

constraints imposed by the vehicle kinematics and to FO@ge—based optimal control scheme has been proposed. In
that paper, the optimal trajectory is analytically compute
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updating of the actual position of the robot was availabte. | Az, X,

this paper, based on the geometric properties of the optimal 0
synthesis in [11], optimal feedback control laws, which are
able to align the vehicle to the shortest path from the carren
configuration, are defined for any point on the motion plane.

These laws are provided in explicit form as simple algebraic - ) S\
functions of the current state only, which can be easily com- zc\ e

puted to give in real time the velocity input to be used - thus 7\ 2 /’ @

requiring no replanning procedure, and being intrinsjcall P %

more robust. Also, the method does not require the use of Y P
homography, thus being computationally cheaper and not O x X

causing ambiguities. Stability properties for the prombseF.ig. 1: Mobile robot and systems coordinates. The robot’s

control scheme are proven in a properly generalized arsalysi ®' . ; " o
setting, which is that of stability on a manifold [15], and?(zil;c;zx)e(ﬁicfzu\’::)"e keepingOw within a limited FOV

by using a generalization of LaSalle’s invariance prireipl
for discontinuous righthand system [16]. Finally, basedaon
visual control scheme where a combination of position-base
visual servoing and image-based visual servoing are merg
simulation results are reported to show the effectivenéss

the proposed technique. B+9>0, B—@<O. 3)

nsider a symmetric planar FOV with characteristic angle
= 2¢, that generates the constraints

Il. PROBLEM DEFINITION Notice that, in this context, we do not take under considera-

on vertical FOV limits. Therefore, the height of the feu

: . . i
hal;lfjtel:jsrg?erlzlrc:s; ?r;/er\;;:leisn;(;\;::g dovr:/i?hp;?inienvivrrg:,ea?]gghgn the motion plane, which corresponds toYgscoordinate
M) 9 in the camera framéC), is irrelevant to this problem. Hence,

axesXw,Zw. The configuration of the vehicle is described, . oo
’ X o it is necessary to know only the projection of the feature on
by &(t) = (x(t),z(t),0(t)), where(x(t),z(t)) is the position the motion pIZne, i.eOy. y Proj

l/nerg\i/(\:ll>e (Lfezdrienfer\/evzﬁerelzosolr:c;ntotht?)(;/\,ez;lse,(saer?;? 'jr;hf) Without loss of generality, we assume desired posifon
9 P 9 . of the robot to lay on th&w axis, with coordinatesp, Y) =

We assume that the dynamics of the vehicle are negligibl%pp 0) and withB € % — [—@, ¢], where@ €]0, 11/2)

and that the forward and angular velocitiegt) and cw(t) . ; : ]
respectively, are the control inputs to the kinematic madel Let us con5|der_the following optimal contro_l pro_blem. for
' any pointQ € R? in the robot space t®, to minimize the

the vehicle. .
. . . length of the path covered by the center of the vehicle by
- T
Choosing polar coordinates for the vehigje= [p y B keeping the feature anytime in sight, i.e., minimizing tstc

i(;see figure 1) the kinematic model of the unicycle-like mbottunctional i
b —cosB O L:/ lv|dt, 4)
: sing v 0
vl = Siﬁﬁ w|’ @) under thefeasibility constraintg1), (2), (3). Here,r is the
B - 1 time needed to reach that isp(1) = pp, (1) =0.

Previous papers on this subject have studied this problem
11], [10], [17]). They provide a complete optimal syntles
i.e., a language of optimal control words, and a global
(v,w) €U, (2) partition of the motion plane induced by shortest pathshsuc
that a word in the optimal language is univocally associated
with U a compact and convex subset ofRcontaining to a region and completely describes the shortest path from
the origin in its interior. The vehicle is equipped with aany starting point in that region to the goal point. For reade
rigidly fixed pinhole camera with a reference fraf@) = convenience, next section is dedicated to briefly summarize
{O¢, X, Ye,Zc} such that the optical cent&; corresponds the work presented in [11].
to the robot's centefx(t),z(t)]" and the optical axi is )
aligned with the robot's forward direction. A. Shortest Path Synthesis
Because we will frequently be interested only in the In this section, we report main results of [11] referring to
projection of n onto the robot's workspace, i.e., in thethis paper for further details.
polar coordinates of the origin of the robot’s frar@), we As a first result, based on the theory of optimal control
introduce the notatio® = (p, ) as a shorthand notation. with state and control constraints [18], extremal maneu-
Let us assume that the feature to be kept within the orvers of the optimal problem (i.e. maneuvers that satisfy
board camera FOV is placed on the axis through the origimecessary conditions for optimality) are rotation on the
Ow and perpendicular to the plane of motion. Moreover, wapot (corresponding t@ = 0 and denoted by), straight

We consider vehicles with bounded velocities that can tur
on the spot. In other words, we assume



line (corresponding tav = 0 and denoted bys), and two
logarithmic spirals with characteristic angpeclockwise and
counterclockwise rotating around the feature (i®y) and
denoted byT" and TR, respectively. Moreover, as extremal
arcs can be executed by the vehicle in either forward or
backward direction, we use superscrigtsand — to make
this explicit (e.g.,S  stands for a straight line executed
backward w.r.t. the heading angle). In conclusion, exttema )
paths consist of sequences,words comprised of symbols ’

in the alphabefx, St, S, TRt TR~ TL+ TL-} Rotations Fig. 2: Partition of the upper half plane with= /4.
on the spot«) have zero length, but may be used to properly

connect other maneuvers. A concatenation of tJ(8(ST) Region | Optimal Path Inclusion Conditions
refers to a smooth transition. Type =0

Symmetries and invariants of the problem have been ! S p=pe sﬁ] andy <o
exploited to determine optimal paths from any point of the e St p>pp%. andy < ¢
motion pIa_ne to the _goal, _providing a complgte partition o L TR or &I Zp < pp e VM,
of the motion plane in regions as shown in figure 2 and ¢ *lp ppe ¥t <p < ppe¥t W< gy
described in Table I. Despite that every optimal path may 1K T p=pre ¥, with g < “”ZM
begin and end with a turn on the spot, in Table I, we g 5 0= ppe¥t with g < 2 ‘PM
omit explicit mention of initial and final rotation in place Mmullc ST*S 20+ Um <P < %

i i i sin sin

to simplify notqtlon. _ NV — ppﬁ SpSme%

Let us also introduce here a further result of [11] which Wt <0 < 20+ Gy
will turn out to be a useful tool in the following sections. o< ppon?
For any pointQ, let us consider regiolCg delimited by Lt R sing
two circle arcsC§ and C§ betweenQ and Oy such that v THHTST 1 et <p < ppefvwm,
vV e C§(Cp), angIeQVQN = 11— ¢ in the half-plane on wM SWsdmte
the r|ght (Ieft) ofQQy. We will refer toC§ (Cg) as the right PPS,W <p< Ppsm(pls,mp
(left) g—arc inQ. Moreover, IetrQ (rL) denote the half-line Ve ST TR p > ppe WMt
from Q forming an anglapo+ @ (l,UQ @) with the Xy axis. Wy <yt o
Also, let [q denote the cone delimited nf§ and rg. We ST S ——
will refer to r§ (rg) as the right (left)p-radius inQ. By Vi TR-g P sing =P =PeSinesing.
elementary geometric arguments, all pointsGyf and I'g p<ppe? andw<<p+w—2M
are reachable by a straight line without violating the FOV o <p<ppn®
constraints. Moreover, we have the following result whose | Vic ST S'n‘ps'nwwtw) S'z,ﬁ
proof can be found in [11]: pzpee”. andy < o+ o

Proposition 1:If an optimal path fromQ includes a TABLE I: Optimal synthesis in the upper half-plane and
segment of the typ&" (S), with extremes inA andB (B Region inclusion conditions for initial positio. Where
andA), then eitheB=PeCa (A=PeCg) orBECRUCEL (J=¢—y+yy and=p—y+ ‘”TM
(AerBurf).

Before starting toward desired positi®nvehicle needs to
localize itself in the motion plane, that is to deduce theéaeg
it belongs to, in order to select the optimal path. For anypoi
Q= (p, ¥), i.e., the current robot position, Table | describes In this section, we define feedback control lau@)) =
the criteria to deduce the regi@belongs to, based on ratio [v(n), w(n)]T for any initial configurationn = [p, @, B]"
p/pp and angley. of the vehicle. In this regard, it should be noticed that the

The computation of these parameters requires at least twbortest path synthesis in Table | is completely defined in
corresponding features in the currentimage and in theetksirterms of variablesp/pp and ¢ only, but it is independent
one in addition to the one that must be maintained insidigom (. Indeed, the synthesis is obtained minimizing cost
FOV during all maneuvers that vehicle performs fr@rto functional 4 which does not weigi. For this reason, the
P, along shortest path. Indeed, in [19] authors show thatost functional does not constrafh to be decreasing, as
by taking the planar motion constraint of the mobile roboshown in the following remark.
into account, robot position can be directly computed using Remark 1:Consider a vehicle positio@, on the boundary
three feature points in a non singular configuration, up t6F between Region | and Region VI (see figure 2), arbitrarily
a common scale factor arbitrarily chosen within the set oflose to the desired positidd w.r.t. statesp, ¢, and. In
state variable (for example, the hight of one feature W@}. other words, letn = (pp — €1, &, €3) where g, & and &
frame). are arbitrarily small (see figure 3). In order to perform an

II. OPTIMAL FEEDBACK CONTROL LAWS



Fig. 4. Geometric construction to determine control law in

Fig. 3: An example to show that poiRtis not stable for the Region | and {.
optimality controlled system, in the sense of Lyapunov.

A. Control Laws

optimal path, the vehicle must turn on the spotQn and The key idea behind the control laws defined in this
B goes as far ag before conveégmg to zero. This happenssection, is to establish geometric conditions that haveeto b
for any robot configuration o@5. Thus, strictly speaking, respected to keep the vehicle aligned with optimal path in
point P is no'g stable in t_he sense of I__ygpunov for the system,cp, pointQ on the motion plane. As a consequence, with
controlled with the optimal synthesis in [11] and [10] (theihe proposed control laws the vehicle is able to perform the
two synthesis coincide here). _ optimal path between the current robot position to the desir
Despite the previous remark, the proposed optimal feedne even if non—persistent drift occur in the command
back control scheme clearly exhibits convergence and boungl e cytion.
edness of trajectories, which can be formalized and prOVEdAlthough the optimal synthesis is completely defined in
in a slightly generalized stability analysis setting, whis ;o ms of only the state variablgsand @, control laws are
that Qf stability on a mani_fold ([15]). In this regard, let ayafined in terms op, Y and B, whereB € ¥ = [~ ¢, ¢).
functionV : R® — R be defined as We will use superscript# to make this explicit, (e.g.,
1 2 w2 1 I”" corresponds to robot configuration= (p, ¢, B) such
V(n)= 2 (% - 1) + % + EDZ(B7 ), ®)  that point (p, ) belongs to Region | and angle € #).
) ) Moreover, as control laws defined in next sections depend on
whereD(B, #) is defined as geometrical properties of the optimal synthesis, they ate n
B¢ fB<—-0, valid for values off3 ¢ # and, hence, it could not guarantee
stability outside”. For this reason, fon such tha3 ¢ #

DB, 7) =40 _'f BeV =1-0.9. ) and, hencd® (B, #') # 0, we consider the following control
p—p ifB>0. laws:
Notice that, (5) is a continuously differentiable function u(n) = v=0, 9)
such thatv (1) = 0 on manifoldM = {n € R3|p = pp, Y = w=—KuD(B, #)

0, B € #'}, whereas set _ N )
whereKy, is a positive control gain.

Q={neR®:V(n) <} Finally, due to the symmetry of the optimal synthesis, we
is bounded for every > 0. In the following, we consider considerQ in the upper half plane (see figure 2), taking into
a value/ such that se{ 3| — /2 < B < m/2} is included account that a similar procedure can be followed to design
g}st'ﬁg gszf'styr]ne'gm'e ednert;vatlve of (5) along the trajectoriescontrol laws in each corresponding symmetric region.

y IS g\ y 1) Control Law for Configuratiom € 1”7 U1”": for these
Vin)= = {_ (ﬁ_l) cosBJr(w_D(B,y,/))M} v+D(B.#)w, Tobot configurations (see Table 1), the optimal patrPtds
pe pe p a straight line. From proposition 1, as for any po@t |
wherev andw are robot’s control inputs. As the vehicle has(Q € I¢), pointP € Cq (P € '), vehicle follows optimal path

tboy%ee g'mwé)r’i% ﬁlicgonned(?tivc\)lgg éré% Sfé'é"@ tphaeﬂg/sn %Gggig?t'g)g? if it is anytime aligned with segmer®P. Hence, based on
the other hand, as the vehicle has t0 reach peiaton the figure 4, and by using the sine rule, we obtain the following

shortest path without any time constraintcan be chosen alignment condition
in order to makeV at least negative semidefinite, e.g., P
Foruy (n) = ES'”B—Sm(ﬁ—UJ) =0 (10)

V==K, {— (%—1) cosﬁ+(w—D(ﬁ,~/f/))@} . ®

Finally, let us defineR as the set of all points i@, where Notice that, (10) depends on ratiy. As a consequence, it
V =0. is also valid for state variables whose values are scaled by a

mmon factor.

Next sections are dedicated to define the optimal c:ontrSPBased on (10) we are now able to define control tsy):

laws, v and w, for any point on the motion plane, and to
prove stability properties of the optimal feedback control k(P _ v
scheme on the manifoli. @ (Es'nﬁfs'n(pflm)‘

(11)

0, it Ry (1) #0,
v, |if Fly/'ulé/(r[)zo,



4) Control Law for Configuratiom e IV UIV?": from
these robot configurations, the optimal pathPas of type
ST «TR-S (see Table I). Based on proposition 1, from
these points, vehicle has to be aligned with segn@@Gt
whereG is the intersection point betwedk andCfj (see
figure 6). In other words, given a poi@tin Region IVUIV,
alignment condition can be obtained as solution of

P

—sinf =0,
Pp (14)

in terms off3, whereyy = —4tanglnsing. Notice that, (142)
Fig. 5: Geometric construction to determine control law ifS_Valid for state variables whose values are scaled by a

. common factor. Based on (14) we are now able to define
Region \¢. the control laws:

F|v"f//u|vg//(’7) =sin(2p+yYm+B—-yY)+

w=Ke (sin(Z(p+t,UM +[37!,U)+£Sinﬁ>, {::; :: EVZUN:CZEZ; i&
whereK,, is a positive control gain for point®  I” and T
negative for pointQ € 17°. In other words, the vehicle rotates
on the spot until alignment conditioﬁlwulg/(n) =0, and
then follows straight line path towarel.

Remark 2:Notice that, WhenFm’ug/('"l) =0 we still
computecw in order to correct the orientation error due to
noise or drift, as usual happens in reality. This also happe
for the following control laws.

2) Control Law for Configurationn e.VI"CW: for theise w= K, (B+(P)+ﬂ v, {v
robot configurations, the optimal path Rois of type S T5™" v
(see Table I). For an@ € VI, based on proposition 1, robot
must move straight towar6, intersection betwee(]‘,(Lg and

spiral TS (see figure 6), that is, recalling th@t= (p, ), a

whereK, > 0.

5) Control Law for Configuratiom < II,Ull” ully U
V”': from these robot configurations, the robot must move
along aT5t spiral arc. The vehicle is aligned with a left
logarithmic spiral if anglg3 is equal to spiral’'s characteristic
ra]mgle, i.e.,B = @. Hence, the control laws for such points
are

0, if B+@+#0,
v, if B+@=0,
whereK, > 0. Unfortunately, for geometrical properties of

the logarithmic spirals, it is not possible to move alongaigi
with a feedback control computed on state variables known

solution of . up to a common scale factor (notice that this occurs also for
Fop () = p sinp L B9t _g 12) 2 circumference). Hence, a further knowledge about feature
Vie pp Sing ’ position is necessary to perform this path, for examplethigh

in terms of, wheret — 1/tang. Based on (12) we are now of the feature that is kept in sight during motion.
able to define the control algorithm for poin@s belonging 6) Control Law for Configurationn € Il "7 UVI™: if

to Region VI: robot configuratiom is such that poinQ = (p, ) belongs
_ _ to regions II” UVI”, with B € #, from these robot
w=Kg <ﬁs'_iﬁ +e<‘¢’*5*4’>‘)7 {V_(} !f Ry (M) #0, configurations, the robot must move alongTg~ spiral
pp sing v=v, iRy n)=0 arc. The vehicle is aligned with a right logarithmic spirfl i
with K > 0. anglep is equal to spiral’s characteristic angle, i+ —g.

3) Control Law for Configurationn € V/: if robot Hence, the control laws for such points are
position is in regions Y (see figure 2), with3 € %, for sing3 {v_o if B—p+£0
these robot configurations, the shortest pathPtds of w=—Kp(B—@)+—V, _ ’
type S'TH « TR™ (see Table I). From point® € Ve, for P v=v, iff-¢=0,
proposition 1, vehicle must move toward the intersectiowhereK, > 0.
point between spirallyf and Cg (see figure 5), that is a  7) Control Law for Configurationn € II1” Uiy i
solution of robot configuratiom is such that poinQ = (p, ) belongs

o sinB B to regions I UNIY, with B € #, in this particular case,
Ry ()= + glm—ythtot — o, (13)  the robot must move toward feature posit@w. The vehicle
pe Sing is aligned with the straight line fro to Oy if 3 =0; hence,

in terms of 3, whereyy = —4tanginsing andt =1/tang.  control laws are
Notice that, (13) is valid for state variables whose values

are scaled by a common factor. Based on_r%3) we are now v=0, if B#0,
able to define the control algorithm for poings belonging w = K, —y ifB=0
to Region \¢: v=v, if =0,

. : whereK, > 0. Notice thaty defined in (8), has a singularity
=0, if Fyy 0, , w : . ,
w:Kw(ﬁs'.LB +e<4’M*”’+’”“’>t>, {v TRy ()7 in Ow. Indeed, inOy variablesB and ¢ are not defined
Pp SINQ v , . . . . .
and p = 0. In this case is however still possible to define
whereK,, > 0. control laws that brings the robot in region VI (or I) without



Fig. 6: Geometric construction to determine control law iegin IVUIV¢ and Region V.

following the optimal path in order to avoid the crossing okinematic modelp = (y = 0 and henc¢8 should be constant.
Ow. From the control laws defined previously, this happens only
if B is such that the robot is aligned with the optimal path
associated to the region it belongs to. It can be directly

In this section, the stability of the control scheme previverified that such values of do not verify alignment
ously presented is analyzed by means of a generalization ednditions reported above. Hence, the considered subset of
the LaSalle’s invariance principle for discontinuous titgnd R does not contain invariant sets.

IV. STABILITY ANALYSIS

systems [16], showing that manifoltl = {n € R%|p = SetRy = {@=0,B=r1/2,VYp} is a subset of  UI” .
pp, Y =0,B € #} is asymptotically stable for any initial Hence, for anyQ in Ry, (10) becomezﬁwulgy = % —1.If
configuration of the robot on the motion plane. p +# pp the control laws are = 0 andw # 0. Hence,B #£0

The objective here is to prove that the largest invariant sgf,q R, does not contain invariant sets.
in R={n € R}V(n) =0} in Q is the manifoldM. Next If Q€ Ry and po = pp we have thatQ is a particular
section are dedicated to characterizedRébr each region point of M. Finally, notice thaM c 17, and for anyQ € M
and then determine the largest invariant seQin For the £ _ 0. From control laws 11 we hawe= w = 0 hence
sake of clarity, for each region we consider only points irN'| i;'%m invariant set. m
Q, omitting this intersection in the following notation. As the control laws are derived from the optimal synthesis
For pointsQ such thai8 ¢ 7/, i.e. D(B, #') #0,V(n) = which is discontinuous, then also the closed—loop system
—KoD?(B, #), that is negative semidefinite. Set of pointsis discontinuous. Nevertheless, existence and uniqueness
Q such thatV(n) =0 is given byRge; = {D(B,”') =  of solutions are guaranteed by Filippov existence theorem
0,Vp, vy}, i.e., set of points whose stability will now be (see [11]) and the control laws choice in previous section.

analyzed. _ By using a generalization of LaSalle’s invariance prineipl
For all pointsQ such thatB € 7, (7) becomes for discontinuous righthand systems [16] and propositipn 2
: 1 P ) PP sinﬁ} M is stable for the optimal feedback control laws previously
\% =—|—|——1)cosB+ v, 15 ;
(n) o { <pp B+ Py (15)  defined.
that depends only on input contrel. Notice that, since V. SIMULATION RESULTS
D(B,#”') =0, the control inputv is the same for all the In this section, simulated results are presented showiag th
regions of the optimal synthesis and effectiveness of control laws proposed in this paper.
K sinB 2 A virtual framework is used where random 3-D points
vin)=-—= {_ (ﬂ — 1) cosB + wL} . (16) representing features of a virtual scene are generated. The
pr pr P 3-D points of the scene are projected in the image plane of

The set of pointsQ with B € # and such that a virtual camera whose size is 64@80 pixels. Moreover,
\'/(n) =0 is Rgey = MU{y =0, = n/2,Vp} U the image frames are captured with 10 frames/second. The
{B —arctan( (£ —1) 2 1) vy, vpl. characteristic angle of the symmetric planar con@-is2¢ =

. \\Pp pe Wy T : . . 317'760' The control laws proposed in this paper are designed

The ob_jectlv_e now is to characterize the largest mvanaqo keep only one landmark in view. Nevertheless, before
Selt;’(r:(;);c:::trilce)g g?‘?ﬁ?largest invariance set containeRa- moying toward desire_d p_ositioﬁ along t_he optimal pa_th,
Rg.y URsey is M= {n € R3|p = pp, =0, B e #'}. vehicle nee_ds to localize itself by the esUmata_loand ratio

BWTD ?G’TD . s f P H thatg < y P/Pp by using feature measurements on the image plane. In
prove rtzgt. sta:gxg?rsorr\gsu; tﬁ; Egls:?msg(\:/olvez iﬁﬁe . order to do this at Iea;t three features in vigw are qeedgd.
Hence Ra.s., does not cﬁo¢ntéin ivariant sets Be For this reason, we will ggneratg several wrtpal pomts in

BV ' the scene to guarantee this requirement anytime during all

For anyQ such thai3 = arctan((% - 1) %%)1 we have maneuvers that robot performs along the shortest path. Once

V(n) =0 and hencev = 0. As a consequence, from thethe vehicle is localized, the associated controller iscsete
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(a) On the left: features trajectories on the image planéd(sioe for Oy, dashed line for (b) Evolution of state variablep, ¢ and 3.
others). On the right: robot trajectory on the motion plar@rfQ < 1”7 (solid line for real
trajectory, dashed line for the ideal one.

Fig. 7: Optimal path from point® in Region | ") (Q = [15524,15°, 12.6°]T andP = [70, 0°, 0°]").
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(a) On the left: features trajectories on the image planéd(sine for Oy, dashed line for (b) Evolution of state variablep, Y and 3.
others). On the right: robot trajectory on the motion plar@rfQ e IV” UIVé’ (solid line
for real trajectory, dashed line for the ideal one.

Fig. 8: Optimal path from point® in Region IVUIV, (SFTH *TR-S7) (Q=[1118,1165°, 0°]T andP = [70,0°, 0°]T).

and performed. Control laws for configuratiomsn Regions that during spiral motions the feature @, moves along a
AL 2 N VT UV and I Ul are defined  line parallel to the left or the right border, at a distance of
in terms of 8 and ratiop/pp which can be determined by 10 pixels (e.g., figure 8).
using directly image coordinates of only one feature gnd  Simulations are performed adding Gaussian image noise
which can be determine as in [6] by using at least thre® the points with a standard deviation of= 0.3 pixels.
image feature coordinates. On the other hand, for contrMoreover, as typically done in simulations, in order to avoi
laws in Regions W', 17", 17, 17" and VI, inputw is  a jerky behavior of the real robot (e.g., in our case the
defined in terms of the absolute value pfwhich can be linear velocity assumes a non—zero value only if the robot is
obtained by using directly image coordinates of only oneerfectly aligned with the optimal vector field) we implenhen
feature but assuming, as in this paper, that the height af dead zone around the switching condition in which the
the feature is known. For this reason, the visual servoinignear velocity is non zero. In addition, in order to keep the
approach proposed here can be classified as a combinati@hicle aligned to the path the linear velocity may need to be
of Image-Based and Position-Based approach depending @uluced with respect to the angular velocity. In this case th
which Region robot is in. linear velocity can be changed, throulgh without affecting
Simulations reported here concern the optimal feedbadke optimality of the trajectory that is minimized in termfs o
control laws from point®Q in Region L (see figure 7) and length and not in terms of time.
Region IVU IV, (see figure 8). Figures show also feature As previously said, for self-localization at least two fea-
trajectories on image plane (see [14] for correspondenctsges in addition to the reference one@y must be kept in
between image trajectories and extremal arc followed by théew along shortest path from ar to P. These features
vehicle). Notice that, when the vehicle performs a logarithcan be chosen arbitrarily at any moment and they need to be
mic spiral the reference feature @, should move along the tracked during the servoing task. In other words, if a featur
left or the right border of the image plane. From a practicak lost it is sufficient to chose another feature in view inerd
point of view, a small deviation in the wrong direction casiseto have a correct robot localization.
the robot to lost the feature. For this reason, we assumeFinally, when robot reaches desired positfrthe control



law u(n) = [0, KyB] is performed in order to align the [12] G. Lopez-Nicolas, N. Gans, S. Bhattacharya, C. Sagu&uérrero,
vehicle with the desired orientation.

VI. CONCLUSION AND FUTURE WORKS

(23]

A nonlinear optimal feedback control capable of main-
taining the vehicle aligned with shortest path from an

initial robot position to the desired one has been proposed.

4]

Moreover, a proof of stability has been given and realistic
simulations, assuming feature noise and loss of featuase, h [19]
been reported, proving the effectiveness of our technique.
However, experiments on a real nonholonomic robot platform

must be done to prove the effectiveness of the propos

control laws in realistic conditions and is left to futurenks.
In this paper, the problem of keeping in sight, during motion

at least one feature has been taken into account. On the otHet

&

hand, in order to obtain the current robot position, a least
three features are needed. As a consequence, a genevalizatis]

of the optimal synthesis used in this paper to define the

optimal control laws would be necessary, providing th
shortest paths to a goal keeping in sight at least three
features. Such extension to the proposed approach is still
an open problem. Furthermore, only horizontal FOV limits

have been taken into account; a further generalization will
be to consider also vertical FOV limits which prevent the

vehicle to reach points in a neighborhood of landmarks.

(1]
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