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Abstract — This paper considers a multi-agent system and focusepon whether an agent misbehaves or not. Every node broad-
on the detection of motion misbehavior. Previous work byahthors casts its “view” of the system in order to enrich the limited
proposed a solution, where agents act as local monitors ef thsensing capabilities of the neighbors. As malicious agarés

neighbors and use locally sensed information as well asrdatved tin th ¢ de hasvididat h
from other monitors. In this work, we consider possible Ul of present in the Sysiem, every node hasvaidate another

monitors that may send incorrect information to their nbigis due agent's view. Validation is based on two criteria: it must no
to spontaneous or even malicious malfunctioning. In thistext, be in contrast with the physical dynamics of the system and

we propose a distributed software architecture that is tibtelerate jt must be agreed upon by a majority of agents deemed non
such failures._ Effec@iveness of the proposed solution @svshthrough malicious by the agents.
preliminary simulation results. - . . .
Security and safety are crucial challenges in multi-agent
Keywords: distributed detection, malicious monitors, monisystem but they have been dealt with by different research
tor failure, robust consensus communities. The advanced control community has mainly
focused on safety issues such as detecting agents that-misbe
have in terms of movement [1]-[3]. In contrast, the computer
We consider a set of mobile autonomous robotic agents tlid communication community mainly focuses on security by
communicate over a wireless network and share a commmmtecting vehicular communications and detecting malisi
environment to accomplish their tasks. In ordes&delymove vehicular traffic information [4]-[6]. As a security infrije-
within that environment, agents follow a predefined commanent may translate into a safety infringement, in this paper
set of decentralized motion rules. This approach allows ae attempt to fill the gap between the two communities and
agent to locally decide the next maneuver according to theopose an algorithm that detects misbehaving agents in the
state of a limited set of neighboring agents in order to inapro presence of malicious monitors issuing fake information.
the overall scalability of the system. In such cooperativdtisa
agent systems, an agent that violates the motion rules may
impair the overall system safety and availability. Therefo We consider a setd = {ay,as,...,a,} of n mobile,
detectingmisbehavingagents is crucial. In a decentralizecautonomous robotic agents that move in a shared environment
approach, misbehavior detection has to be locally perfdrmehere theysafely interact according to a finite sekR of
by each agent using its sensing capability. Nevertheless, | decentralized cooperation rulesAt any given instant, the
tations in sensing translates into limitations in monitgrand cooperation rules allow an agentlazally decide upon its next
thus in detection [1]. In order to overtake this obstacleersg maneuver according to the configurations of its neighboring
have to cooperate by exchanging information and achieviagents. We calinfluence sebf agenta,, at timet, and denote
consensus on it. In a previous work we have shown thiatby 7, (¢), the set of agents that determine the ageris
it is possibile to detect a misbehaving agent by exchangingxt maneuver at timé The influence set of a node depends
aggregated information with a sufficiently large subsettsf ion the rule sefk.
neighbors [2]. This solution is effective in the case agents An agent that moves according to the rule Reis coopera-
broadcast correct information but fails in the presence t¥e, misbehavingtherwise. The movements of a misbehaving
malicious agents that deliberately broadcast false infion. agent may arbitrarily deviate from that dictated by the éé
In this paper we cope with the problem of detecting misb&. We call Safety Sebf agenta; at time ¢, and denote it
having agents in the presenceméliciousagents. A malicious by S, (t), the set of agents of which;,, wants to determine
agent may falsely report its own position, invent a non#gs whether they are misbehaving or not in order to take adequate
neighbor, omit an existing one, or pretend that it is else@hesafety countermeasures (not discussed in this paper).
with the aim of impairing safety or causing denial of service Let us suppose that an agemtwants to determine whether
We propose a distributed collaborative algorithm thatvedlo another agent; € Sy, (t) is misbehaving or not. In order to
agents with limited sensing capabilities to achieve cosgen do that,a;, has to monitor both the configuration @f and the

I. INTRODUCTION

Il. PROBLEM STATEMENT



. . . Local Monitor
configurations of all agents iy influence set. However, due to s e

limited sensing capabilities, the agent is able to determine [ o Wiceunge ]_’ Motion ]
the configuration of only a limited set of neighboring agent: | Communication Validation Validation

We call Visibility Setof agenta; at time ¢, and denote it =% | \ S N—
by Vi (t), the set of agents of whichy, is able to determine
the configuration at time. By definition, the Visibility Set
of an agent always includes the agent itself. We assume t
the Visibility Set of an agent contains its Influence Set,, i.e
for every agenta;, Z;(t) C V;(t). Finally, we assume thatFig. 1. The agent architecture in terms of its constitutingdmies and its
visibility is a symmetric relationship. Therefore, if aneag '®'2ionships.

belongs to the visibility set on another agent, then thesatt

belongs to the visibility set of the former. eceiving a message thdessage Validatioomodule verifies

In order to cope with the limited visibility, we assume thaEh . : ) ,
agents cooperate by periodically exchanging the confi ; the correctness of data in the incoming message to filter out
g invalid one, and it passes valid data to filetion Validation

of agents in their own visibility sets. We callommunication and Planner module. TheMotion Validationis responsible

Setof agenta, at timet, and denote it by, (), the set of for detecting malfunctioning in the motion of neighboring

agents with whichu, can communicate at time By properly agents, whereas the Planner module decides on the agent

dimensioning the communication set with respect to thetgafe = . . . . .
L . . : motion on the basis of its securely estimated neighborhood
set, it is possible to convey an agent enough informatioh tha . . .
. ; ) information. In case a non—cooperative agent is detecied, t
integrates that locally available and allows the agent mwd#e . N
) s Motion Validation module sends aalarm to the Planner so
upon the behaviors of agents in its safety set. Furthernadire, .
thf’alt the agent performs escape maneuvers that may require

agents that have a given agent in their respective safesy Seeg to divert from the planned route. In the remainder of
o .

can reach consensus on whether that agent is misbehavin%ls section, we detail the Message Validation, the Motion

not [2]. o
This approach works well under the assumption that agerYt%hdatlon’ and the Planner modules.

report correct information. Problems arise if there arali- A Message Validation Module
ciousagents that instead report false information. A malicious | q h ; b
agent may cheat about both its configuration, e.g., by pdeten n order to guarantee the system saiety, an aggnhas

ing being elsewhere, and the configuration of its neighbmtg, monitor the behavior of each agant belonging tOS’?(t)
e.g., by inventing a non-existing neighbor, omitting to aep SO as to be a_ble to_run adequate countermeasure_s in case of
the presence of a neighbor, or reporting a wrong configmaticg‘on_COOperat'Ve neighbors. We assume that a suitable set of

A malicious node deliberately acts against the system iemmemehrgency maneuvers zf;\re specified in thé?squelf a;]llowmg .
to impair the system safety or cause denial of service. each agent;, to escape from a non—cooperative other agent in

In this paper we consider a system where the ageriﬁ%safety set. To this aim, we defidg (¢) as the set of agents

are loosely synchronized and where communication is bd{ﬂ"ng at tlm_et in the circle centered ai, position with F?d'us
reliable and authenticated. Reliable communication mézats 5 Thus, givenvay the greatest of the agents velocities and
each message broadcast by the aggns received by all other AT the maximum time that _agemih ”e?ds. to react to th? :
agents belonging to the, Communication Set. AuthenticatedP'©S€Nnce of a non—cooperayve aggnt in its safety set, it is
communication means that each received message Canng&essary thﬁt the foIIovymg |r:1equallty holéd§h2 UMATT'f I
attributed to its legitimate originator. Finally, we assaithat a encg,fclzh as to recee the; state an the sta(';efp a
majority of agents around a given agent is not malicioussT gents n uencollngu mst?antaneous motion. Letdus” i'de
means that the number of these agents is larger than ot maximum distance between an agent and all the agents

potentially malicious ones. This assumption is necessary elonging to its Influence set. It is worthwhile to noticettha
make any forward progress the distanced; strictly depends on the rule s®. Hence,

given p¢o the radio communication range it follows that the
[1l. AGENTARCHITECTURE following condition must hold:

Planner and
Reaction

Sensing

The architecture of an agent is depicted in Fig. 1. The
Sensingnodule is composed of a set of sensors that allow each
agent to measure the configuration state of all its neighborsEach agent periodically broadcasts a message containing
Then, collected configuration data are periodically braeatic the state of all agents belonging to its Visibility set. Give
through theCommunicationmodule. Such a module allowsD,,,, the maximum error of an agent position that the rule
each agent to share information with other agents so asstt R can tolerate without compromising the system safety,
improve the sensing capability. Upon receiving a messagech agent has to broadcast a message evéryseconds so
the Local Monitor immediately evaluates the validity of thethat AT, < D40 /var-
received configurations and attempts to detect misbehavingd-et us consider an ageaj belonging to the Communication
agents on the basis of validated ones. More in detail, upset of a;, so thata, receives the messagkf;(t). Since

pc > ps +ds. (1)



the communication time is negligible with respect to ththe current maneuver based on its goal, the configurations of
system time constant, the assertions received by aggntthe car and of other neighboring cars. In this example, the
are considered at the time of message arrival. In agse actions defined bjR are accelerate, decelerate, and change to
belongs tou; Visibility set, M (¢) contains{gi(t))j, that is the the next left or right lane. As an example, the event reqgirin
configuration state of; sensed by;. Hence, the agent, has a maneuver change that will allow a vehicle overtaking is
to verify the validity of the assertio(y;(¢)); contained in the represented by a slower car in the front and a free lane on
message. In case the agentbelongs tth( ), ap, discards the left. Therefore, the planner is a module that decides the
the assertiorig; (¢ )j contained inM; (t) by assuming valid its trajectory of agent;; based on the cooperation rule $&tand
own observations. Otherwise, has to verify whethefg;(t)), valid configurations of agents in its influence gett) at the
satisfies the following conditions: 1y;()) , is consistent with current timet.
the physical dynamics of the systephgsical conditiol, and This type of system, where agents have a physical dynamics,
2) <q1-(t)>j has been confirmed by a majority of non-malicioubut interact according t@vent-basedooperation rule sets
agents lpgical conditior). In case both the conditions areR, can be modeled as hybrid systems [1]. For the reader
satisfied, it follows that{¢;(t)), = (¢:(t));, where(g;(t)), convenience we recall this result in the following. lggtt) €
the state of agent; according to agent,, at timet. Q be a vector describing the configuration of agenat time
With reference to the physical condition, let us considerand Q be the corresponding configuration space. It should
(qi(t*)),, the last configuration of; validated by agent;, at be clear that in this descriptiofi(¢) is a short-hand for the
time ¢* so thatt* < ¢. Hence, the assertiofy;(t)); has to valid configuration of agent; computed on board of agent
satisfy the following equation: a; itself, i.e.q;(t) = (q:(t)),. Furthermore, let us denote with
o;(t) € ¥ the maneuver that agenf is currently executing.

(a:(8)); € FrUa®))p, (E = 1) @ We showed thaty;(¢) has a continuous—time dynamics
where the functionfp (g, A7)) returns the set of feasible .
configurations starting frony during the intervalAr and Gi(t) = f(ai(t),ui(t)),

according to the rule seR.

With reference to the logical condition, let us consider th
set Py, (a;, t) containing all the assertions abowt configu-
ration state received by, in the interval[t — AT,,t]. It is
worthwhile to notice that such set contains only assertihat wilt) = g(qi(t), 04(t)) -
have satisfied the physical condition. ’ ’

Let m be the number of malicious agents the system mush the contraryg;(t) has a discrete—time dynamids X x
be able to tolerate. As these nodes might collude and repgrt., 5> and indeed it changes value only at discrete times

false information about a given configuratigi(t), then we when an event fronE occurs. More precisely, we have that
assume that the Visibility Set of a any given node must cantai

at least(m + 1) correct agents. This assumption, together with 0i(tg1) = 0(0i(tr), e(tr))
the condition expressed in Equation 1, guarantees(qlgab)
satisfies the logical property if and only if the foIIowmgWheree(tk) is the event occured at timg and requiring a

here u;(t) € U is a control input. Moreovery;(t) is a
eedback law generated by a low—level controflerQ x > —
U depending on the current maneuvg(t), i.e.

condition holds: maneuver change from;(t;) to o;(t,+1). Furthermore, event
activation is detected by a static m@p: Q x QP x Z — E,
fL(<q’i(t)>j s Prlait)) > (m+1) 3) Wherep is the maximum agent number in the influence set
g

Z;(t). With reference to the example mentioned above, map

encodes conditions such as the presence of a slower car in
the front, and a free lane on the left. The event detected at
time ¢, is

where the functiory, (¢, P) returns the number of configura-—?
tion contained inP that are compatible witly according to
the rule setR. Notice that the value ofr features a security-
performance trade-off. Actually, a higher valuerefimplies
that the system tolerant to an higher number of malicious

. . : . tr) = D(qi(tr), Ni(tr), Gi(te)),
colluding agents but it requires a denser network in order to (t) (gi(th), Niltr), Gi(te)

guarantee a reliable validation. where N;(t) = (q;, (t),...,q,(t)) is a vector impiling all
B. Planner Module valid configurations in the influence sEf(¢), and(;(t) € Z is
a parameter that is reset at any maneuver transition. Nate th

According to the set of ruleR, agents can perform at ¢i, (1) is a short-hand fO(qz > As a whole, the dynamics

J— I{
any instantt one of x maneuvers: = {o',o® 5 f agenta; can be described by the following hybrid model:
and must change from a current maneuever to another on
whenevgr one_of a set af events £ = {e!,e?,... e"}, Gi(t) = H(qi(t), qiy (1), - - i, (1))
depending on its influence s&(¢) occurs. For the sake of
clarity, consider as an example the case:afars moving on where H : Q x QP — Q, and iy,...,i, are the in-

a multi-laned highway. Such cars are supposed to have thees of agents irZ;(¢). Under this view, we will consider
same dynamics, and automated pilots are supposed to deqid€), . .., ¢;,(t) as inputs of modeH andg;(t) as its output.



the computation of such a UIO leads to find ad—hoc solutions

a s I g . -
ILQ (q4) ! for specific cases. However, we showed in [1] how this can
oabs ! o) ! Ounobs be avoided for the conS|d¢red clasfs.of robotic multi-agent
========= Lo T o T ST systems. The property that in our opinion makes our approach
! (=) GO : appealing is that all components of the proposed decerdchli

motion validation module can mutomaticallygenerated once

the agent dynamicg, and the cooperation rulgg are given.

Fig. 2. Partition of the influence sé(t) of agentap w.rt. agentas’s  The reader may refer to our works [1], [2], [7] for a complete
extended visibility V. description of the method and can assume the existence of a
procedure to build a UIOH, such that

C. Motion Validation Module (@i (1): o0y, () = HI @ (O) 062 (D) (5, (D))
We consider here a generic agentthat is monitoring the (5)
motion of one of the agents,, that are in its safety se¥,(¢). where ¢;, (t) for m = n, + 1,...,p are continuous sets

To this aim, suppose that a measuggt)), of the trajectory estimating configurations of agents 7% () that can explain
of a; during successive limited time intervalg, = [t;,1,41], the validated motion(g;(t)), of agenta; (see Fig. 6 in the
for k=0,1,..., is available for the observing aged. example).

Let us denote withj; (¢) the expected evolution of agemf By using this mechanism, agen, may decide on the
that is the output of the hybrid mod@{ receiving as inputs cooperativenesé;,), of agenta, according to the following
the configurationsg;, (t)),, ,- -, (4, (t)), of all agents that rules. If a, has complete knowledge of agents influence
are in the influence sef;(t) of agenta; itself. Then, agent set, it will be able to say it is cooperative or not. Other-
a;’s motion is non—cooperative if the expected motion differgise, by observing agent;’s motion, agenta,, is able to

from the validated one, i.e. estimate the presence or the absence of other agents in the
~ unknown part ofa;'s influence set. As long as a choice for
(@:i(t)),, # @i(t) for somet € Ty g, exists, ageniz; can be considered as possibly coopera-

The fact that makes this monitoring task difficult for thdiVe OF uncertain (as a matter of facta; can not verify
observing agent,, is its partial knowledge of the influence sef® correctness of these estimates). If no values for these
Z;(t) of agenta;. In the example in study, some cars a1°fectin§3t'm_ates exist, agent; is considered asioncooperative.
the behavior of agent; may be out agent,,’s visibility set), 1N Prief, the cooperativenesg;), of agenta; according
(since they remain hidden by other cars as in Fig. 2), and I, agentay, is a discrete variable taking values in the set
valid messages specifying this information have been vedei B = {COOPe?aUVev nonCOOPer‘?thea UI},C?rt.ama unknown}.
yet by other monitoring agents. The introduction of the valueudhknown” is instrumental for

We can conveniently define axtended visibilitysetV; as the purpose of communication. Indeed, if ageptdoes not
the region over which agent, has received valid information S€¢ @g€nti;, but has to participate in an agreement on the
by either its own sensing module or by other agent&;ify). value of its cooperativeness, it will initially exchange tvalue
Then, the influence sef;(t) of agenta; can be partitioned unknown.
W.r.t. aj, into a known regiorZ* (¢) and an unknown ong’ (t),

o V. EXAMPLE
T,(t) = II(t) UIf(t). (4) A. An Automated Highway
Then, we are interested in solving the following: Considem mobile agents that are traveling along a highway

Problem 1: Given agenta;’s (hybrid) motion model* with different maximum speed and different final positions.
the partition of its influence sef;(t) in Egq. 4 w.rt. Agents are supposed to cooperate according to the common
agent a;,’s extended visibility Vi, and n, configurations driving rules in order to avoid collisions. Informally, tirale
(@i, () (g, (1)), € IP(t) of known neighbors of setR is the following:
agenta;, determine, if it exists, a choice of — n, config- R1) proceed at the maximum speed along the rightmost free

urationsg;, ., (t),...,d;, (t) € Z!'(t) such that the expected lane when possiblefgst maneuver);
motion R2) if a slower vehicle proceeds in front on the same
_ ¢ lane, then overtake the vehicle if the next lane on the
a(t) = Aaite))y, + j;tk H{(ai(7)) ’A<q“ (Thse- s left is free (eft maneuver), or reduce the speetb
(Giny (7)) Gy ()5 Gy (7)) maneuver) otherwise;
equals the measure one, i@(t) = (¢;()), for all ¢ € Ty R3) as soon as the next lane on the right becomes free,

Solving this problem is in general a hard task due to the change to that laneright maneuver); _
nonlinear and differential nature of the motion model It ~ [?4) overtaking any vehicle on the right is forbidden.
basically requires that annknown input observefUlO) H' The generic agent chooses one of these maneuvers based on
of the hybrid model is built. Furthermore, a direct approfich events on its neighborhood. With reference to Fig. 3, agent
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Fig. 3. A2-lane automated highway with a set of common individualidgv

rules.

Agent [ Visibility set |

a1 Vi(t) = {a1,a2,a3,a4}
7 as Vo(t) = {a1,a2,a3}
as V3(t) = {a2,a3,a4,a6

w=—(y-y) Ll —kvo a4 V4(t) ai,as,aq,as
as V5(t) = {a3,a4,a5}
TABLE |

VISIBILITY SETS

agent laying on the border of the radio communication range.
Hence, functionfp defines the ring centered @ty (¢), yx(t))
with radii pc andp¢e + dj.
As to the logical condition, functiorf;, (Eq. 3) returns the
i 4. Discrete d s of the automat A lowtevel feedback cont Fumber of configurationgg;(t')), belonging toPy,(a;,t) so
ig. 4. Discrete dynamios of the automaton, and low—level feedback control, -, g () s (s ()] < (t — t')vnr, where]| - || is the
g ensuing that the planf behaves according to the rule S&t Euclidean diétance. 'f'his condition takes into account gonfi

rations contained in the messages are sensed at diffarers.ti
a;’s configuration isg; (t) = (z:(t), v (t), 0;(t), v;(t)) and has With referenpe t_o the automated _highvyay, consider the
the continuous—time unicycle—like dynamig¢s case depicted in Fig. 5, where agentis trying to damage
) ] the system by violating rule R3 and moving on the second
;(t) = vi(t) cos(6; (1)), lane whereas the lane on its right is free. Fig. 6 shows the

y.i(t) = vi(t) sin(0i(?)) information on the influence set of agent that every agent
Qi(f) = wi(t), is able to estimate using only local sensing as in Eq. 5. Such
bi(t) = ai(t) estimates are possibly non—convex regions where the gresen

where a;(t) and w;(t) are linear acceleration and angulaPf agents is required (when reported in red in the figure) or is
velocities, respectively. According to the st the maneuver excluded (when reported in green). The figure also reveats th
oi(t) of the i—th robot may take value on the sg&t — none of them is individually able to detect the misbehavior.
{fast, left, right, slow} and has the discrete dynamitsf the Then, agent; will send a false assertion that tends to justify
automaton in Fig. 4, where the low—level feedback contrgjle its non—cooperative behavior. In particular, agents trying
ensures that the current maneuwegis performed. The generic to leverage on the partial visibility of the following agent,
eventegfl*(ﬂ of Fig. 4 is described in [2]. and indeed it claims the existence of an another aggrih
front of it. Clearly, on the basis of agent’s message, agent
ao Will determine that agents’s behavior is cooperative. This
As stated above, the Message Validation module is resp@xample shows the necessity of a mechanism that passes valid
sible for validating all assertions that an agent receikesus messages and discards the others. Table | reports thelitysibi
consider the agent,, that has to validatég;(¢)); contained sets of every agent and in particular shows the malicious dat
in M, (t). According to the considered cooperation rule®et produced by agents.
the physical and logical conditions can be specified ask@llo  To overcome local sensing limitation, all agents sharerthei
As to the physical condition, let us consider whethghas estimated information. Let us focus on how agentupdates
recently validated the configuration ef or not. In the first its local view based on received messages. Table Il shows
case, let(g;(t*)), be the last configuration of; validated the message validation mechanism performed by agent
by agenta;, at time t* so thatt* < ¢. Thus, functionfp whenever it receives a message. In the example, given the
(Eq. 2) defines the sector centered (at(t*),y;(t*)) with low density of the network, we considern = 1. The first
radius v; (t*)(t — t*) and angled;(t*). In the second case,and second column shows message reception ordey, die
we assume that; is a new member of the influence set of athird column specifies the set of validated agent configoinati

B. Tolerating malicious agents



{o002] | Step | Message] Valid agents | Uncertain agents|
Mo ai,az,az} {
My ai,az,as} ay
ai,a2,as, a4 as
M3 ai,az,az,as {as,a6}
Ms {a1,a2,a3,a4,a5} {as}

'_______________
Lo ) -‘ TABLE I

RUN OF THE MESSAGE VALIDATION MECHANISM AT AGENT a2.

b
b

S ENFMINFS
S

Iw L0 ) proposed solution is robust to possible failure of some moni
——————————————— = = = = = = tors sending incorrect information. Future work will caatesi
@ the development of emergency strategies by using which such
robotic systems can react to the presence of malicious sgent
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V. CONCLUSION

The problem of detecting misbehavior in multi-agent sys-
tems is considered. A solution where agents act as local
monitors of their neighbors and use locally sensed infoionat
as well as data received from other monitors is presenteel. Th



