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Abstract— This paper addresses a security problem in robotic  of the robot itself and of its neighbors (see e.g. [4]-[6]).
multi-agent systems, where agents are supposed to coop&at The challenge in these systems is to find strategies to detect

according to a shared protocol. A distributed Intrusion Detec- possible non—cooperative robots, without the use of any for

tion System (IDS) is proposed here, that detects possible ne f tralizati Bearing this i ind biective is t
cooperative agents. Previous work by the authors showed how O centralizauon. Bearing this In mind, our objective IS 10

single monitors embedded on—board the agents can detect nen develop asynthesis techniquidat makes it possible to build
cooperative behavior, using only locally available information.  a distributed Intrusion Detection System (IDS) [7], [8] for
In this paper, we allow such monitors to share the collected securing the considered class of robotic multi-agents. The
information in order to overcome their sensing limitation. In proposed IDS consists of two main “ingredients”: a decen-
this perspective, we show how an agreement on the type of ; L . . .
behavior of a target-robot may be reached by the monitors, trall'zedmon'tor'ng rnechqnlsnby Wh'ch every robot assigns .
through execution of a suitable consensus algorithm. After all its neighbors with a direct reputation, a measure ofrthei
formulating a consensus problem over non-scalar quantit® cooperativeness, and agreement mechanisry which all
and with a generic update function, we provide conditions fo  of such monitors sharing locally collected information can
the consensus convergence and an upper bound to its transten “converge” to a unique network decision.
duration. Effectiveness of the proposed solution is finallghown L .
through simulation of a case study. The concept ofeputationis nprmally_employed in Peer—
To—Peer (P2P) systems, and in Mobile Ad—hoc NETworks

I. INTRODUCTION (MANET), where a form of cooperation is required, e.g.

In the last few years, there has been a great effort f@r establishing a message routing service that enables the
define decentralized and cooperative control strategies féommunication among all agents. In these systems — see
applications, such as intelligent transportation, slieeie, €.9. the works of LeBoudec [9], [10] —, each agent assigns
etc., requiring the employment of teams of robots (see e.fis nNeighbors with a reputation rate that depends on whether
[1], [2]). The development of such strategies is motivatgd bthey display a collaborative behavior, e.g. with respect to
the so—calledlivide et impergprinciple, according to which message forwarding. Our problem is different and more
the original problem is reduced to find solutions for sub-difficult due to the fact that each robot has only partial
problems of less complexity, and indeed the actions of eadiowledge of the system’s state, and thus it can not estab-
robot can be seen as a partial contribution to solving théh with certainty whether a given behavior of one of its
complete problem. neighbors is cooperative or not. The challenge of a robot

Furthermore, the redundant number of robots allows acting as a decentralized monitor is indeed to distinguish a
higher level of robustness agairssinple faultso be reached faulty or malicious robot in its neighborhood from a corhgct
e.g. by a possible task-reallocation whenever a faulty robeooperating robot whose actions may be influenced by other
is discovered within the system. However, in the absence off@bots out of the monitor’s range. Furthermore, the fact tha
centralized monitoring infrastructureyzantine behavior@] ~ the topology of interaction and exchange of information
of a robot, arbitrarily deviating from the nominal coopésat among mobile robots is changing and unknown should be
strategy, may remain undiscovered for a long time. As taken into account. These reasons make the problem we deal
matter of fact, a malicious robot may “play” with the modelWith quite distinct from those tackled in the current Setyuri
of cooperation and deceive any of its neighbors monitoringnd Fault Detection [11]-{16] literatures, and indeed g ver
its behavior, by leveraging on their partial knowledge a th challenging one.
system’s state. In previous work [17], [18], we proposed a scheme by

We focus on systems where cooperation is obtained byhich each robot can independently establish a reputation
sharing a common set of decentralized ruies i.e. we Of all its neighbors, using only locally available inforricat.
consider systems where each robot plans its motion bas&lis paper addresses the problem of reaching an agreement

on rules that dictate actions depending on the configuratiéi such reputations, and indeed the possibility that the-mon
o _ o _ itors share locally collected information is considered. T

A. Fagiolini, ~G. Valenti, and A. Bicchi are with the achieve this, the florishing literature on distributed carsus
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and on the conditions under which an agreement can be ;i

established. However, such algorithms involve the exchang T T T T T T T T T T T T T N
of scalar quantities and allows the use of very simple rules |
only, such as weighted average, to combine measures of| l l
different distributed sensors. In our application scemari | ¢ = D(g1vi,C)) € /OQ.O
robots need to exchange locally reconstructed “evidences” | ! v O\L
of the reputation of their neighbors that are not scalars, as !
it will be discussed afterward, and hence a more complex
combination rule is required. In this vein, the works on
set—-membership [22] and the so—called Marzullo’s algorith
[23] define rules to combine sets or intervals, respectively
estimated by different sensors. Such works may indeed
provide useful hints to solve our problem. Due to this fa, w
believe that the consensus literature can still be enrichred

we present a convergence result when more general functions
are used to combine different measures, which may represent
a first step in this directon. ~ —————1

u; = g(qi, 04)

Il. HYBRID MODEL OF ROBOTIC AGENTS

The class of robotic systems of interest is represented
by teams of robots that plan their motions according to a
set of decentralized and cooperative ruls In particu-

lar, we assume that the s& definesx possibleactions —wheree is an event requiring a change of maneuver from
¥ ={0',0%...,0"} that robots can perform, and specifies;; to o;+. Event activation is detected by a static n@p
v logical conditionson the state of their neighborhoodsg x gr x 7z — E, wherep is the maximum number of

requiring a change of maneuver. LBt = {e',¢?,...,¢"} neighbors whose configurations may affect the robot, and
be the set of discrete events associated with such COI'IS““O@Z. c Zis a parameter that may be reset at any maneuver
For the sake of clarity, consider as an example the cag@nsition. MapD encodes conditions such as the presence

of n cars moving on a multi-laned highway. Such cargf g slower car in the front, and a free lane on the left. The
are supposed to have the same dynamics, and pilots @i@rently detected event is then

supposed to decide the current maneuver based on its goal,
the configurations of the car and of other neighboring cars. e = D(gi, i, Gi)

In this example, the actions defined By are accelerate, \wherey; = (¢, . .. ,q;,) is a vector impiling the configura-

decelerate, and change to the next left or right lane. Thgyns of thei—th robot’s neighbors. In conclusion, the hybrid
logical conditions for a change of maneuver are representgdnamics of thei—th robot is

by e.g. a slower car in the front, and a free lane on the left
requiring the execution of an overtake. ¢ = H(qi Gy - ,) 5

Robotic systems composed of a physical plant and WBhereH : Q x Q» — O, andi,
control system implementing such a kind of cooperationsrulg;g neighbors. Hencey;, ,

Fig. 1. Depiction of the hybrid model of robotic agents.

..., 1, are the indices of
.., qi, represents{’s input and

R can be modeled as hybrid systems. The components cﬂfits output.

such hybrid model%{ are depicted in Fig. 1 and explained in

the following. Letg; € Q be a vector describing the physical IIl. CONSTRUCTION OFLOCAL MONITORS FOR
state of thei—th robot and taking value in the configuration INTRUSIONDETECTION

spaceQ, and leto; € ¥ be the maneuver that the robot is  We first give the following
currently performing. The—th robot's configuration;; has  Definition 1: A non—cooperativeobot, orintruder, is a
a continuous dynamics faulty or malicous robot whose behavior arbitrarily degat
. o from the one imposed by the cooperation rules
Gi = f(gi ) In practice, thei—th robot is deemed non—cooperative if
wherew; € U is a control input. In particulary; is a its trajectoryg, (¢) differs from the outpug;(¢) of the hybrid
feedback law generated by a low—level controler Q x  model’H derived fromR and excited by the configurations

YX-U,ie. ¢, (t),...,q,(t) of its neighbors. In formula, the condition
u; = g(qi, 0i) is the following:
so that the robot’s trajectomy (¢) corresponds to the desired Gi(t) # 4i(t) = H(qi(t), qi, (t), - -, i, () .

current maneuves;. Thei—th robot’s current maneuver has

a discrete dynamics: X x E — %, i.e. The problem of a robot. acting as a monitor of the

behavior of roboti is due to its partial knowledge ofs
ot =6(0i,¢€), neighborhood. In the example in study, some cars affecting



--------------------- where g, for I = n, + 1,...,p are estimates op — n,

a > ! . . . -
o | : Qlaa) _ ! configurations of robots irQy™°*s that can “explain” the
oghs i (o) GO 5) i QOunobs behaviorg; of the monitored rpbg{.
: L - oa ~ ~ e I |- - == - In cases where the monitoring robat has complete
| =) @j‘ : knowledge of roboti’s neighborhood, it will be able to

distinguish a cooperative from a non—cooperative robal, an
accordingly decide on its reputation”. Whenever this is
not true, the monitor tries to reconstruct any information
on Qunobs according to robot’s behavior and the partial
knowledge of its neighbors. In these cases, as long as

the behavior of robot may be out of robok’s sensing range a choice forg, exists, the reputation of robat remains

since they remain hidden by other cars (see Fig. 2). To modgficertain” (indeed the robot may be correctly following
this, we first partition the configuration spac according the cooperation rule® or not). Otherwise, the reputation

Fig. 2. Partition of the configuration space due to robetvisibility, and
corresponding partition of the input space of rodot

to the h—th monitor's visibility: becomes floncooperative”. In brief, the reputation;” of
robot ¢ according to roboth is a discrete variable taking
Q = OpPs U Opnobs values in the set:

where©ss and©mobs are the observable and the unobservE = {cooperative, noncooperative, uncertain, unknownj} .
able regions, respectively, from the perspectiverofThen,
we canpartition the i—th robot’s input spac@®(¢;) due to
the h—th monitor’s visibility:

The introduction of the valuedhknown” is instrumental for
the purpose of communication. Indeed, whenever a monitor
robot h does not see robot, but has to participate in
Q(g) = Qg N (O UOumbs) = an agreement on the value of its reputation, will initially
Qobs | Qunobs exchange the valuenknown.

We point out that the estimatdg, for all [, areevidences
. . . or unobservable explanatiorthat the monitoring roboth
The goal of the monitoring robdt is to establish whether has derived from the behavior of robotDepending on the

the trajectoryg;(t) of roboti is compliant with its partial ; . . :
A . . existence of such possible explanations, robaissigns a
knowledge ofi’s neighborhood and the cooperation rules . : o . . .
neighboring robot with a suitable reputation value. Fig. 3

From a mathematical point of view, we need to solve the . . : . ;
following Shows a simulation run with a non—cooperative robot, vehicl

) . . . 0 in the figure, that keeps traveling on the second lane,
Propl_em 1: Con3|de2the hyb?d qué_f ofaroboti, and ¢, 0, though the lane on the right is free. The behavior of
a partitionQ%(¢;) = Q5’° U Q" of its input space due to

. . . - . ) vehicle 0 is monitored by its neighbors that reconstruct dif-
monitor k. Given the trajectoryj (¢), andn, configurations

) . . > ferent estimateg ..., q, of their unobservable regions.
obs Mmo+1 »dp g

a1 (t).’ e (t). of known ne|gh_bors !rQh ' determlne_, i Such estimates are possibly non—convex regions where the

it exists, a choice op — n, configurationsg,,+1,...,gp in

mobs _ presence of a robot is required (when reported in red) or is
< such that the expected behavior excluded (when reported in green).

G = H(Tir a1+ Gngs Gnot15 - -5 Gp) IV. OVERCOMING LOCAL MONITORING LIMITATION

equals the given one, i.6:(f) = G (t). THROUGH COMMUNICATION

Solving this problem can be hard due to non—linearities The second “ingredient” of the proposed IDS is a dis-
and differential equations of the hybrid modal, and it tributed agreement mechanisrthy which monitors share
would require the construction of an “unknown input obJocally collected information so as to reduce their undetya
server” (UIO) H! of the hybrid model itself, as we have and eventually “converge” to a unique network decision. The
discussed in [17]. Furthermore, a direct approach for théommunication among monitors is indeed necessary since
computation of such a UIO leads to find ad—hoc solution1€y can not verify the actual correctness of the recont&tdic
for very specific cases. In contrast, we showed how this cdlypotheses or explanations, ;1,. .., G, on Qp"**. More-
be avoided and solutions can be found for the consider&yer, reaching an agreement is paramount before starting an
class of robotic multi-agent systems. The property th&mergency procedure whenever a non—cooperative robot is
in our opinion makes our approach appealing is that afletected.
components of the proposed decentralized monitor can ge
automaticallygenerated once the dynami¢sof the plant, "~ ) ) } S
and the cooperation rulgi are given. The reader may refer Consider a piecewise—constacwmmunication topology
to our work [17] for a complete description of the method€Presented by the undirected graBh(V, E.), whereV' is

and can assume the existence of a procedure to build a UidSet of nodes, andl.. is a set of edges. The presence of an
. such that edgee; ; connectingy; with v; means that node; is able to

share its knowledge with nodg. Now, we can recall from
(Gngt1s- -5 dp) = H Gy q1s -1 Gn,) s e.g. [20] the following

Consensus algorithms and centralized decision
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Fig. 3.  Simulation run where robdd is non—cooperative as it keeps
traveling on the second lane, even though the lane on thé isgfree
(first picture). Monitor robots’ point of views are reportedthe other three
pictures, where red and green colors indicate regions whergresence of
a robot is required or is excluded, respectively.

Definition 2 (Consensus AlgorithmiGiven a setV

that is obtained by impiling all monitors’ decisions after
steps of a suitable consensus. Our objective here is tordesig
a distributed consensus algorithm guaranteeing that,rfer a
initial conditionr(0), we haver(co) = 1r*, wherer* is the
centralized decision.

A simple solution where the—th monitor shares the
locally established reputation;(k) is sufficient to reach
an agreement. To achieve this, well-known consensus al-
gorithms for scalar quantities can indeed be used (see e.g.
[19]-[21]). However, in the majority of the cases, monitors
are likely to have partial knowledge of the monitored rosot’
neighborhood and remain uncertain about its actual behavio
Then, the whole network of robots will remain uncertain,
except at the occurrence of fortunate cases winesaifest
faulty behaviors [24] that can trivially be detected.

For this reason, we propose a solution where monitors
share any information that is directly measured or recon-
structed by exploitation of<f. Namely, each monitor
shares the following data related to a common neiglibor

Ezh {Q’LHQD"' 7qno)}:
{Q’LHQD"' 7qp}'

Theoretically, after having established the so—calledntsa
context” for the value of such a neighborhood, they will
use the same decision rule and hence decide for the same
reputation value.

,an,HT(Q1,-- .
’qno7qAno+17 s

C. More General Consensus Algorithms

Well-known consensus algorithms are appealing since
they are obtained through very simple combination rules,
such as weighted average, or maximum occurrence value.

{v1,...,v,} of nodes, and a communication graphtiowever, they are applicable only with scalar quantities,

G.(V, E,.), a (distributedxonsensus algorithis an iterative
interaction rule that specifies:
« which informationd € D is shared among neighbors,
« and how each node; updates its estimatd; based
on any received valuéd,, i.e. which update function
Q : D x D— D is used to compute

di+ = Q(d“dj), fori = 1,....,n.
Let us also define aentralized decisionl* as the value

that would be chosen by a hypothetical monitor collecting

all initial measuresd; (0), ..., d,(0), and combining them
according ta2. The quantityd* can be seen as a result limit-

ing the performance of any distributed computation stsateg

whereasg,, +1, - - ., g, are possibly non—convex sets or in-
tervals (recall the example of Fig. 3).

Motivated by this fact, we introduce a more general
class of consensus algorithms, partially inspired from the
Computer Science literature (see e.g. Lynch’s works):

Definition 3 (General Consensus Algorithniiven a set
V = {vi1,...,v,} of nodes, and a communication graph
G.(V, E.), a (distributed)general consensus algorithis an
iterative interaction rule that specifies:

« which information¢ € = is shared among neighbors,

o how each nodev; updates its knowledge&; based

on any received valug;, i.e. which update function
= X — Z is used to compute

—
—

—
-

as it represents the choice taken without any information

loss. This motivates the effort that is often spent to design

consensus algorithms convergingdo (these algorithms are
said to achieve the so—callgd-consensus), irrespectively of
the distributed nature of the computation.

B. Which Information To Share

In our application scenario, nodes Iri are robots that

are monitoring a&ommonneighbor and that are supposed to
communicate as i, in order to reach an agreement on the

reputation of such neighbor. Consider vector
r(k) = (ri(k),...,rn(k))

giJr:Q(gi,gj), fori:l,...,n,

« and how each node; decides on the valug; € D of
a common quantity of interest for which an agreement

is desired, i.e. whichdecision functior® : = — D is
used to compute

di:®(§i)a fOfi:17...,n.
From a system theoretic point of view, theth node
participarting in the consensus is a discrete sub—system,

whereg; is the state (a.k.a. thntex], all ¢;s are inputs, and

d; is the output (a.k.a. the decision) (see Fig. 4). Now the



§ir-o &k Q & @ & o d; Definition 4: A binary operator is said to bédempotent
if, and only if, for any¢ € =, it holds
S o fed=¢. 2
Depiction ofi-th node participating in the general consensu Lemma 1. Considern initial estimatest;(0),. .., &n(0)

%hat are exchanged between neighbors of a given communi-
cation graphG.(V, E.) according to a consensus algorithm
as in Def. 3. If the binary operataoy in Eq. 1 is commutative,
associative, and idempotent, then it holds

&i(k) = Ojev,(&;(0), 3)

for all 7 and all k.

Proof: Lemma 1 can be proved by logical induction.
Consider the evolution of thé-th agent estimate, starting
Fig. 5. A connected communication gragh.(V, E.). from the initial value&;(0). After one consensus step, we
have

Fig. 4.
algorithm.

. . ) &(1) = Ojev,(1)é;(0), Vie V (4)
centralized decision* is the value that would be chosen

by a hypothetical monitor collecting all initial measuresfrom Eq. 1. )
£,(0) £,(0), combining them according 8, and then Furthermore, assume that Eq. 3 holds for a certain value
alpply’iﬁ'g.’@n ' ' of k. Then, from Eq. 1 and Eq. 2, we obtain:

G+1) = Qe {Omewén0} =
V. ON THE ABSTRACT CONVERGENCE OFCONSENSUS = Omev;t+1)ém(0)

ALGORITHMS WITH UNCERTAIN MEASURES . - .
where the commutative, associative, and idempotency prop-

Let ¢ € R be a scalar quantity of interest for the networkgrties of© have been exploited.

and let¢y, ..., &, ben elements on a—algebraX over R, Observe that Eq. 3 holds also fbr= 1, as it is shown in
representing uncertain estimates of a particular vaglue#@ Eq. 4. Then, the general expression (k) in Eq. 3 can

£. Consider a consensus algorithm as in Def. 3, and assufpe obtained by induction. [
that neighbors of a given communication gra@gh(V, E.) We are now ready to give the main result in the following
(as the one of Fig. 5) exchange the estimdtes. ., &,, in Theorem 1 (Abstract convergence&}onsidern initial es-
order to reach an agreement &n timates £;(0),...,£,(0) € o(R) of a scalar§ € R, a

It is worth noting that, even though the update functiofommunication graptG.(V, E.), and a legittimate update
Q: ¥ x ¥ — ¥ in Def. 3 may be general, some essentiafunction Q2 : o(R) x 0(R) — o(R) or the corresponding
properties are required to make itemittimateupdate func- bynary operatorS. The (distributed) general consensus al-
tion for the distributed algorithm. In particular, we recpui gorithm

that, for any¢;, &, and&s, Gi(k+1) = OQjevin)&i(k) (6)
o 0&1,8) =&, &) (commutative); converges to a unique network decision on the centralized
o &, Q(&2, &) = Q(Q(&, §2), §3) (associative). estimate

Indeed, without such assumptions, we have to specify furthe §" = 0jevé;(0), (1)

constraints concerning how each node updates its knowled 8. £(00) — 1¢%, if
and even how the centralized estimate is defined (the order. S is idempotent, and
by which estimateg;s are considered is important). C s connected’

In the remainder of this section, we will make a change in e ' . . -
the notation of the update functidhto make the exposition Furthermore~, the convergence is guaranteed in a finite num-
clearer. In particular, in place of the functional notatigh= ber of stepsi given by:
Q(&, &), we will use an equivalent form involving a binary < _ma)‘; d(i,j) = diamete(G..) . (8)

+ oL, ' ' ' wIc
operator &' = & ©¢;. Accordingly, the iterative rule of the Proof: Sufficiency of the conditions on can be proved

(distributed) consensus algorithm in Def. 3 can be Writtelay observing that, if. — max; ;cv d(i, j), then, since graph
as: »J

G is connected,

&k +1) = Ojev,)§;(k), 1) Vi =V, VE >, ©

whereVi(p) = {j € V | d(i,j) < p} is thecommunication and, for Lemma 1 and Eq. 7, we have
neighborhoof orderp of thei—th node inV, andd(s, j) is .
the geodesic distange.e. the shortest path length, between §i(k) = Ojevim&i(0) = Ojevg;(0) =&, (10)

i andj (recall thatd(i,i) = 0, Vi € V). for all i € V, and for allk > n. Thus, we obtain the thesis.
First, we give the following m
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Fig. 6. A 2-lane automated highway with a set of common individual
driving rules.
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“10  otherwise

In the example in study, the update functi@nor equiva-
lently the operatorS, involved in the agreement mechanismF. 7 Discrete d o8 of the automat 4 lowtevel fecdback
H i . H s f 9. /. IScrete dynamics O € automaton, ana low—level teeabac
is the set mtersectlom, which ,S,atISfles t,he_hypOtheseS Ofcontrolg ensuring that the planf behaves according to the rule set
Theorem 1. Moreover, the decision functiénis the decen-

tralized monitoring mechanism based on the construction of TABLE |
the UIO A1, LIST OF EVENTS FOR VEHICLES MOVING ALONG A2—L ANE HIGHWAY
ef=E = (3j€Ni |l q)) A
V1. APPLICATION A Pk #5 € Ni|l2(aiar)) A—lalgs)
A. An Automated Highway eF=8 = eFpSyeFrS
. . . F— - ! N (o as ; ) )

The case study considers a scenario whemeobile robots .1 = (32 € x |§1(% %)) A l(a’“ # 3 € Ni | 12(qi, ar))
are traveling along a highway with different maximum speed -2 = (37€Ni|h(aia5) Nalai)
and may want to reach different c_ieswed positions. Rot_)qtsefazz = (BjeN:|ls(qs, ) A-ls(g)
are supposed to cooperate according to the common driving
rules (the above seR) in order to avoid collisions. More e ™" = (@), e = 13(q:)
precisely, any robot is allowed to perform at any instant one S—L = oF—L, S=F = (B € N; | (g, )

of the following maneuvers based on logical conditions en it

neighborhood (the associated events are in Table | &jyd II
TABLE Il

« proceed at the maximum speed along the rightmost fré€ist o |iteraLS FOR VEHICLES MOVING ALONG A2-LANE HIGHWAY
lane when possiblef{st maneuver);

« if a slower vehicle proceeds in front on the same ;l(q%,q]:) = (zj - S<d21A (x5 zri)A(Lij = |y:))
lane, then overtake the vehicle if the next lane on the ligg;ﬁ%) N (L‘;JJ _eil syl > 1ol
left is free (eft maneuver), or reduce the speetb§ la(q:) = |yl =2
maneuver) otherwise; Is(gi,q;) = (=5 —aal <d) A (lya] > |wil)

« as soon as the next lane on the right becomes free,
change to that laneright maneuver);

« overtaking any vehicle on the right is forbidden. B. Consensus Simulation

Our task is to detect misbehaving vehicles. Consider the following simulation run where robbtis

The physical state of the-th robot isq; = (z;,:,0i,vi)  non—cooperative since it remains in the second lane, wherea
(refer to Fig. 6) and has the following continuous unicyclet should start aight maneuver as the next lane on its right
like dynamicsf: is free (see Fig. 8-a). Furthermore, assume that the other
robots, 2, 3, 4, and5 in the figure, are acting as monitors
of robot1 and share their local estimatéss of vehiclel’s
neighborhood. Assume that communication occurs according

Qi =W, to the following (undirected) grapfi.(V, E.), where isV =

Vi = @i, {2, 3, 4, 5}, and EC = {6272, €23,€25,€33,€34, €44, 85_]5}.
wherea; andw; are linear acceleration and angular veloct N€n, for the given communication gragh, we obtain the
ities, respectively. According to the s®, the maneuver following instanceof consensus algorithm:

T; = v; cos 0;,
¥ = v; sin 0;,

o; of the i—th robot may take value on the s& = ST k+1) = &(k) N &k) N &(k),
{fast, left, right, slow} and has the discrete dynamigsof &k +1) = &(k) N &(k) N &lk),
the automaton in Fig. 7, where the low—level feedback con- ET(k+1)=&(k) N &(k),
troller g ensures that the current maneuweris performed. et (k+1) = &(k) N &(k).

10bserve thatc; andl; are short-hands forij andlij, being relating The. fl.l’_St COI[_Jmn of F|g' 9is a graphlcal rep.resentatlon of
to the j—th neighbor of vehicle. the initial estimates,, 11, ..., {, of robot1l’'s neighborhood



(k=0) (k=1) (k=12) (k=3)
=)= A== \/@@@\/@@@\
@& ® || ®&@@ w0 | @@ w | @&
e : e : AN : e : _/

=R == == =1=1
o @ @ e [[O® | O ® w

\& i e i e N _/

C@@@\?@@@\?@»@\C@@@\
& @ S @ w | O ® w0 ® w

: BN : NS : e : _J
o® (oo (oo (oo e )
& O & o | G @& s Q& )
& BN BN /AN _/

Fig. 9. Consensus run for the given communication gréph Robot1’s non—cooperation is detected, and an agreement is reachéd reputation.
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Fig. 8. Simulation run with a non—cooperative robot (a), aedtralized L U U o 1 2 3 4 5 6
onsensus steps Consensus steps

decisiond* where the non—cooperation is detected (b).

reconstructed by all the monitors. The corresponding eéntr
ized estimate&™ = £(0)N&3(0)NE4(0)NEs(0) is illustrated

in Fig. 8-b, where robot’s non—cooperation is detected
(the centralized decision is indeeld = noncooperative).
This observation along with the fact that the communication
graph G. is connected ensure that the same decision Cay. 10. Convergence of the uncertainty measured) = u(€; (k) \ €*),
be reached by the distributed computation (see Theorem 1r.i = 2,3,4,5.

Simulation results are reported in Fig. 9, where fhdah

column shows the monitors’ reconstructed neighborhood of Agent2 Agent3

vehicle 1, after & steps of consensus. Moreover, we can c R
define relative uncertainty measures of the monitors w.r.t.
the desired centralized estimaté reported in Fig. 8-b as

Agent 4 Agent 5

0o 1 5 6 o 1 2 3 4 5 6

Consensus steps Consensus steps

Uncertainty (u)

Lo kN w s oo
Uncertainty ()

I I

Reputation
=

Reputation
c

pi(k) = p(&(k) \ €7), fori=2,3,4,5, ‘ '
where 1 is a function that computes the area of the set Sl e Pl e
received as argument. Such uncertainties converg® to Agent4 Agerts
during the consensus run (see Fig. 10). Finally, robst c c

non—cooperation is detected, and an agreement/‘oris
reached for its reputation i = 3 steps as expected from
theory (see Fig. 11).

Similar consensus runs can be shown for cooperative
robots, and the agreement on the centralized decision for Pl e T et
the reputation is always achieved. Notwithstanding, tlaeee
configurations for which it is not possible to distinguish a

Reputation
c
Reputation
c

Flg 11. Agreement on the centralized estimditefor robot 1's reputation.
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(3]

(4]

(5]
(6]

Q) O

(7]
(8]

Fig. 12. Simulation run of a system of vehicles travellingra crossing
paths. Vehicles are supposed to give way to vehicles comamg their right.

In the figure, vehicled is monitoring all vehicles that are in line—of-sight
with it and reconstructs information about its unobsemaigigions.

[9]
cooperative from a non—cooperative robot (we omit examples
for space reasons). However, this limitation is due to the
instantaneous distribution of the sensors, and it is nottdue [10]
the consensus algorithm. 1]

Although results have been presented only from the same
case study, the synthesis technique remains valid also for
other multi—-robot systems. Indeed, in Fig. 12, a snapshBtz]
from the simulation run of a system of vehicles travelling
along crossing paths is reported. Vehicles are supposed
to give way to vehicles coming from their right. In the 3]
figure, vehicle 0 is monitoring all vehicles that are in 14
line—of—sight with it and reconstructs information about
its unobservable regions. The reader may refer to the si[tf\S]
http : //www.piaggio.ccii.unipi.it/"fagiolini/icra2008 for
some relevant videos.

[16]
VIl. CONCLUSION

In this paper, we presented work aimed at developingz
a synthesis techniqué¢hat makes it possible to build a
distributed Intrusion Detection System (IDS) for securing
a class of robotic multi-agents. The proposed IDS consisjfg)
of a decentralizednonitoring mechanismmby which every
robot assigns all its neighbors with a direct reputatiorhefit [19]
cooperativeness, and agreement mechanisry which all
of such monitors sharing locally collected information can
“converge” to a unique network decision. Many problemézo]
remain to be addressed, such as the presence of malicious
monitors sharing false information and thus leading thg1]

system to incorrectly classify any monitored robot. [22]
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