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Abstract

In this paper, we consider the design of tracking controllers for linear MIMO systems described by an input{
output model. The presence of known \weak" interactions among SISO or MIMO subsystems may allow the
designer to achieve objectives by using independent controllers of lower complexity than are necessary in general
(control decentralization problem).

Su�cient conditions for asymptotic tracking employing decentralized variable structure techniques are de-
rived. The condition is shown to be closely related to (and in a sense, a time{domain counterpart of) dominance
criteria used in frequency{domain techniques, as they have developed out of Rosenbrock's original diagonal
dominance concept. The synthesis of a decentralized variable{structure controller for asymptotic tracking is
illustrated for systems obeying some conditions on their nominal relative degrees.

1 Introduction

The study of decentralized controllers for multivariable systems has attracted much attention in the last two
decades, mainly because of its relevance to practical large{scale systems such as encountered in electric power
systems, socioeconomic systems, chemical processes, space structures and robotic applications [33]. A frequent
attitude of control system engineers in attacking large{scale systems is to try and �nd, by accurately analysing
the system model, an underlying pattern of simpler SISO or MIMO subsystems connected by means of \weak"
relation links. Once such structure has been recognized, an attempt can be made at controlling the subsystems
by means of relatively simple controllers and only use information relative to each subsystem.

1.1 Previous Work

The literature on decentralized control can be grossly divided in two main branches, dealing with methods in
the frequency and in the time domains, respectively. Frequency domain methods have attracted the interest
of researchers due to the fact that available models of large{scale systems are often of the input{output type,
mostly in the form of approximated transfer function matrices. Rosenbrock's DNA and INA techniques [31],
for the design of decentralized linear controllers for linear multivariable systems have proved to be among the
most e�ective and practical tools for approaching large{scale systems that exhibit weak coupling among SISO
subsystems.

Rosenbrock's diagonal dominance conditions are generally recognized to be rather di�cult to meet in prac-
tical applications, while the design of a precompensator to help attain dominance might spoil the simplicity
of the design procedure that makes the technique attractive. Less restrictive dominance conditions have been
therefore seeked actively. Generalized diagonal dominance, investigated �rst by Araki and Nwokah [1], allows
arbitrary scaling of inputs and outputs to be applied to achieve dominance. Further extensions of Rosenbrock's
work involve the use of generalized diagonal dominance by blocks, and applies to weakly interacting MIMO
subsystems. Successive re�nements of the idea led to de�nition of block diagonal dominance [14],[6] , general-
ized block diagonal dominance [26], and quasi{block diagonal dominance [30], [29]. The latter, more general
formulation, can be expressed as an M{matrix condition on a suitably de�ned matrix of norms applied to
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transfer function blocks. A coherent treatment of dominance concepts from both the standard and M{matrix
approaches is developed in Yeung and Bryant [41], who also introduce the more general concept of \fundamental
dominance". In that paper, the relationship between dominance, system approximation, and robust stability �a
la Doyle [12],[13] is also enlightened.

On the other hand, while state{space, centralized methods for multivariable tracking or servomechanism
problems in LTI systems based on the internal model principle (see e.g. [46]) attracted much attention, de-
centralized controllers for robust tracking in large{scale systems have also been an active research area. The
pioneering work of Wang and Davison [44] and Davison [9] has been followed by important contributions, among
which we mention Gavel and Siljak [17], Chen et al. [8], Ioannou [18], Shi and Singh [32].

At about the same time, application of variable structure controllers (VSC) to multivariable systems has
begun to be investigated [37], and VS solutions to the MIMO servomechanism problem have been proposed
[43]; also, see [10] for a tutorial introduction). A particularly proli�c area of application has been the control of
robot arms [42], [2] , [36]. More recently, e�orts have been spent at developing decentralized variable structure
controllers (DVSC) in order to conjugate the outstanding performance provided by VSC even in the presence of
nonlinear, uncertain plants with the requirements of limited controller complexity encountered in typical large{
scale problems. Lefebvre et al. [25], Matthews and DeCarlo [27], Khurana et al. [23] studied decentralized VS
stabilizing controllers, while the tracking controller problem for a class of interconnected multivariable systems
has been given a solution by Matthews and DeCarlo [28]. Variable structure methods for tracking control of
complex mechanical systems that cannot be considered algebraically interconnected (such as robot arms) have
been discussed by Singh [34]. The authors [4] have derived necessary and su�cient conditions for robust perfect
tracking under variable structure control.

1.2 Main Contributions and Organization

In this paper we investigate the connections between input{output dominance concepts and VSC techniques
for decentralized control of general multivariable systems. In order to retain the practice{oriented avour of
frequency{domain methods, the assumed model of the plant is an input/output relationship as represented e.g.
by a transfer matrix G.

The problem addressed is to �nd conditions on a plant G under which a VSC law that achieves asymptotic
tracking on a block{diagonal approximation GD , is guaranteed to accomplish the same performance on the
actual plant G. A su�cient condition for the existence of such controller is produced in Theorem 1. The
condition can be regarded as a time{domain counterpart of Rosenbrock{like dominance conditions.

This theoretical result is utilized to synthesize practical decentralized tracking controllers for systems having
unit row{relative degrees. Rather than on sliding{mode observer design, the proposed controller is based on a
novel scheme, somewhat a�ne to reference{model tracking.

The problem is formulated precisely in Section 2. The new dominance conditions for decentralization are
proposed in Section 3. Section 4 presents the synthesis of the tracking VS controller for systems with row{relative
degree one and unaccessible states. Finally, in Section 5, simulation results are reported on the application of
such control scheme to systems with di�erent dominant patterns.

2 Background and Problem Setup

Consider an m{inputs, m{outputs strictly proper MIMO system as comprised of N � m, mi{inputs, mi{
outputs \weakly" interacting square subsystems, with m = m1 + : : : + mN . We assume at this stage that
such an interconnection structure has been identi�ed by the designer, and that inputs and outputs have been
arranged and partitioned in contiguous groups so as to reect the subsystem structure (algorithms to achieve
this in a preliminary analysis phase have been discussed e.g. in [5]). Accordingly, decompose the transfer matrix
G(s) of the given system in the sum of a nominal part GD(s) and an additive term GC(s), namely

G(s) = GD(s) +GC(s): (1)

For decentralized control, the nominal part of the plant is block diagonal

GD(s) = diag (G1(s); : : : ;GN (s)) :

It is assumed that the mi�mi transfer matrix of the i{th nominal subsystem Gi(s) is a strictly proper rational
matrix with full rank over the �eld of complex numbers, implying that the number of e�ective inputs and the
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number of e�ective outputs of the i{subsystem is actually mi. The system GC is decomposed in blocks Gij of
dimension mi �mj .

Based on such decomposition, classical results on decentralized control show that, if a constant block{diagonal
feedback K stabilizes the nominal system, i.e. if I +KGD is Hurwitz, su�cient conditions for K to stabilize
the real plant G can be given in terms of the matrix

Q = (K�1 +GD)
�1GC ; (2)

with the inherited block partition

Q = fQijg Qij = (K�1ii +Gi)
�1Gij :

Denoting by D the Nyquist contour, two such su�cient conditions are independently

� (fQij(s)g) < 1; 8s 2 D; (3)

�PF (fkQij(s)kg) < 1; 8s 2 D; (4)

where �(�) is the spectral radius of a matrix on the complex �eld, �PF (�) is the Perron{Frobenius root of a real
nonnegative matrix, and k � k is any induced norm on the space of complex matrices of given dimensions (for a
proof of (3) and (4), see [41], and [30], respectively).

Motivated by these results, we investigate under what conditions a given VS controller that achieves asymp-
totic tracking of a given class of reference output trajectories yr(t) with a speci�ed error dynamics and bounded
input disturbances �(t) for the nominal plant, maintains the same characteristics when connected to the real
plant.

To make this idea more precise, consider a controllable realization Si of the nominal subsystem Gi,

Si :

�
_xi = Aixi +Bi (ui + �i); xi(0) = xoi
�yi = Cixi

: (5)

with initial conditions satisfying
kxoi k1 � �i 2 IR+: (6)

For further convenience, realization Si is chosen in a column{wise controllable canonical form, namely

Ai = diag
�
A

(1)
i ; : : : ;A

(mi)
i

�
; Bi = diag

�
b
(1)
i ; : : : ;b

(mi)
i

�
; Ci =

h
C

(1)
i ; : : : ;C

(mi)
i

i
; (7)

where (A
(j)
i ;b

(j)
i ;C

(j)
i ) are minimal realizations (of order n

(j)
i ) in controllable canonical{form of the j{th column

of Gi. We assume in this section that the states xi 2 IRni are accessible to measurements (this hypothesis to
be removed in Section 4). Input disturbances �i represent noise on the actuators and possibly nonlinearities
satisfying the so{called matching conditions.

Denoting by L1q the space of functions f : IR! IRq such that

kf(t)k1 = max
k=1;q

sup
t�0

jfk(t)j <1;

let the i{th disturbance vector �i 2 L
1
mi
, with

k�i(t)k1 � Ni 2 IR+; (8)

and let the class of desired trajectories to be followed be described by the ni{th order system Ri,

Ri :

�
_ri = Ariri +Brivri; ri(0) = roi
yri = Criri

; (9)

where (Ari;Bri;Cri) are in column{wise controllable canonical form (hence Bri = Bi), Ari is stable, Cri = Ci,
and vri 2 L

1
mi

with
kvri(t)k1 � Vi 2 IR+ and kroi k1 � �ri 2 IR+: (10)

Hence, restrictions on reference trajectories yri amount to boundedness and some mild regularity conditions in
case Si is minimum{phase. If Si has some zero in the closed right half{plane (CRHP), reference trajectories
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are generated through a system with the same CRHP zeroes. Although more general tracking schemes can be
devised (see e.g. [24]), the one considered above is su�ciently general for the purposes of this paper, while it
lends itself to straightforward application of the theory of sliding modes [37], which is briey reviewed as follows.

The dynamics of tracking error between reference states ri and states of the diagonal subsystem xi (and
hence, the dynamics of output tracking errors) can be chosen by enforcing a sliding motion on a linear manifold
�i = fxi 2 IRni j�i = 0g, where �i 2 IRmi is de�ned as

�i = �i (xi � ri) ; �i 2 IRmi�ni : (11)

A convenient choice for the realization above is �i = diag
�
�
(1)
i ; : : : ;�

(mi)
i

�
, �

(j)
i 2 IR1�n

(j)
i such that

�
(j)
i b

(j)
i = 1 (hence �iBi = Imi

). Pole assignment or LQ techniques can be employed for choosing the remaining

n
(j)
i � 1 free parameters in �

(j)
i , as described e.g. by Dorling and Zinober [11].

A well{known technique to study the behaviour of the system during the sliding motion is the method of the
equivalent control. The equivalent control is the input signal uieq that solves _�i = 0. We have

uieq = ��i(Aixi +Bi�i � _ri): (12)

Therefore, by means of the equivalent control and noting that (I�Bi�i)Ari = (I�Bi�i)Ai, the dynamics of
the state error xi � ri for the system restricted to the sliding surface �i can be expressed as

_xi � _ri = (I�Bi�i)(Aixi �Ariri �Brivri) = (I�Bi�i)Ai(xi � ri); (13)

where the column{wise controllable canonical form of the realizations of Si and Ri is exploited. Note that
only the coe�cients of �i actually appear in the sliding dynamics. Thus, the sliding motion on �i yields the
convergence of the states xi to the states ri with the dynamics imposed by the choice of �i.

Consequent to a proper choice of �i, then, outputs �yi during sliding asymptotically track reference ouputs
yri under the equivalent control (12). However, since the disturbance is unknown, the equivalent control can
not be synthesized directly. Switching control laws are commonly designed as

ui = ��i(Aixi � _ri)� ki sign(�i): (14)

One says that a stable sliding regime exists on �i if all system trajectories originating in a neighborhood of �i

point towards �i, i.e. �
(j)
i _�

(j)
i < 0 for all components �

(j)
i of �i. Such existence condition is met globally on

the state space if and only if
ki > k�i(t)k1 : (15)

Furthermore, by choosing
ki = Ni + �i (16)

where �i > 0, it is guaranteed that the sliding manifold is reached in �nite time, i.e. that �i = 0 for all

t >
k�i(0)k

1

�i
.

In this framework, we de�ne the tracking performance of a VSC as:

De�nition 1 A VSC law is said to achieve performance P� on a system G if it ensures the stability of a sliding
regime, during which outputs of G asymptotically track reference trajectories (9), (10), with error dynamics
determined by �i, in spite of disturbances as in (8).

The problem this paper is concerned with is therefore the following:

Problem 1 Under what conditions on a system G =GD +GC will a decentralized VSC law (14) exist, which
achieves P� on G?
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3 Time{Domain Dominance Conditions

The i{th block of outputs of the plant G, yi, can be expressed in terms of the disturbed outputs of the nominal
subsystem Gi in (5), as

yi = �yi +'i (17)

with
'i =

X
j=1;N

'ij ;

�
_xij = Aijxij +Bij(uj + �j); xij(0) = xoij
'ij = Cijxij

;

where N2 MIMO systems (Aij ;Bij ;Cij) have been introduced, each providing a minimal realization of order
nij of the transfer matrix Gij , with initial conditions satisfyingxoij1 � �ij 2 IR+: (18)

Consider further N mi{inputs, mi{outputs systems Zi of order ni, with parameters and initial conditions equal
to those of the nominal realizations in (5), and excited by an input signal  i(t),

Zi :

�
_zi = Aizi +Bi i; zi(0) = xoi
wi = Cizi

: (19)

We are interested in conditions for  i under which outputs wi match the actual plant outputs yi. In order to
investigate this point, we need to establish a preliminary result regarding the properness of rational matrices.

Given a proper rational function G(s), let ~�(G(s)) denote its relative degree. IfM(s) is a p�q proper rational
matrix whose i; j element is Mij(s), we de�ne the relative degree of the i{th row of M(s), ~�Ri

(M(s)), as the
smallest relative degree in all entries of the i{th row of M(s)

~�Ri
(M(s)) = min

j

~�(Mij(s)):

A nonsingular p� p proper rational matrix M(s) is called row reduced with respect to the relative degree if

~�(detM(s)) =
X
i=1;p

~�Ri
(M(s)): (20)

Lemma 1 Let A(s) and B(s) be p�p and p�q proper rational matrix and let A(s) be row reduced with respect
to the relative degree. Then the rational matrix A�1(s)B(s) has � poles at in�nity if and only if

~�Ri
(A(s)) � ~�Ri

(B(s)) + � for i = 1; 2; � � � ; p

where equality holds for at least one i. In particular A�1(s)B(s) is proper [strictly proper] if and only if
~�Ri

(A(s)) � ~�Ri
(B(s)) [~�Ri

(A(s)) < ~�Ri
(B(s))] for i = 1; 2; � � � ; p.

Proof. The proof of this lemma, appearing in [3], is based on the theory of polynomial matrix reduction (see
e.g. [45]), and is not reported here because of space limitations. Q.E.D.

We now turn back to the problem of �nding an input disturbance  i under which outputs wi match yi in
(17).

Lemma 2 Assume that, for all i and j, blocks Gi of GD and Gij of GC satisfy the following

H1 all CRHP transmission zeros of Gi cancel in all products G�1i Gij ;
H2 all CRHP poles of Gij cancel in all products G�1i Gij ;
H3 Gi(s) is row reduced with respect to the relative degree;

H4 ~�Rk
(Gij(s)) � ~�Rk

(Gi(s)) , for k = 1; 2; � � � ;mi.

Under these conditions, there exist distributions  i(t) = ui(t) + �i(t) + �i(t) such that wi(t) = yi(t);8t > 0.
Distributions �i may contain delta functions and derivatives of delta functions in the origin up to the order
maxk=1;mi

~�Rk
(Gi(s))� 1. If the plant is initially relaxed and if u 2 L1m and � 2 L1m , then � 2 L1m .
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As an useful tool in the proof of this lemma, we recall the de�nition of the set of stable undelayed impulse
response matrices Am�n (see e.g. [39]), whose elements are matrices of distributions f : IR! IRm�n of the form

f(t) =

�
0 t < 0
F�(t) + fa(t) t � 0

;

where F is a m� n constant matrix, �(t) is the unit delta distribution and fa(t) is a matrix of measurable
functions. The norm k � kA of a matrix of distributions f(t) 2 Am�n is de�ned by

kf(t)kA = max
1�i�m

X
j=1;n

�
jFij j +

Z 1

0

jfaij (t)jdt

�
:

Notice that this norm corresponds to the L1{induced norm of the convolution operator corresponding to
distribution matrices: if v(t) is a n{vector signal in L1, it holds

kf(t) � v(t)k1 � kf(t)kA kv(t)k1 :

Proof of Lemma 2. Let gi (respectively, gij) denote the impulse response matrix of Gi (Gij). By equating
yi and wi we have

gi � �i =
X

j=1;N

gij � (uj + �j) +Cij exp (Aij t)x
o
ij : (21)

Let ĝi be de�ned such that
ĝi � gi = �(t) � Imi�mi

and consider the system whose transfer function is the mi � mj{matrix ĜiGij = G�1i Gij . By lemma 1,

hypotheses H3 and H4 are necessary and su�cient conditions for ĜiGij to be a proper rational matrix which,
under conditions H1 and H2, is stable. Hence ĝi � gij belongs to A

mi�mj . From (21) we have

�i =
X

j=1;N

ĝi � gij � (uj + �j) + �
o
i ; (22)

where �oi stands for transient terms,

�oi = ĝi �

0
@ X

j=1;N

Cij exp (Aijt)x
o
ij

1
A : (23)

For arbitrary initial conditions of the plant, �oi may contain delta functions and derivatives in the origin. Indeed,
applying lemma 1 the number �i of poles at in�nity in the expression G�1i (s) �Cij(sI�Aij)

�1xoij is such that

�i � ~�Rk
(Gi(s))� ~�Rk

(Cij(sI�Aij)
�1xoij) for k = 1; 2; � � � ;mi;

where equality holds for at least one k. In particular, since for any k there exist xoij such that

~�Rk
(Cij(sI�Aij)

�1xoij) = ~�([Cij ]k(sI�Aij)
�1xoij) = 1

where [Cij ]k denotes the k row of Cij , the maximum order of the derivatives of delta functions is

�i = max
k=1;mi

~�Rk
(Gi(s))� 1:

For relaxed initial conditions, the following upper bound holds

k�i(t)k1 �
X

j=1;N

k (ĝi � gij) � (uj + �j) k1

�
X

j=1;N

kĝi � gijkA (kuj(t)k1 + k�j(t)k1) (24)

Q.E.D.

Under the hypotheses of lemma 2, de�ne P 2 IRN�N
+ as

P = fPijg Pij = kĝi � gijkA : (25)

A su�cient condition solving the decentralization problem 1 stated in section 2 is given in the following
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Theorem 1 [Su�cient Condition for DVSC]
Given the MIMO system G = GD +GC satisfying the hypotheses of lemma 2, consider a decentralized VSC
law as in (14) with ki = Ni + �i. If

�PF (P) < 1 (26)

with P as in (25), there exist values of �i > 0 such as to guarantee performance P�.

Proof. Applying the decentralized control law (14) to the actual plant, one has�
_zi = Aizi +Bi(ui + �i + �i); zi(0) = xoi
wi = Cizi

;

with
ui = u0i � ki sign(�i(zi � ri)) (27)

where
u0i = ��i(Aizi � _ri): (28)

The existence of a stable sliding regime on �i for t � ts is guaranteed if and only if it holds

ki > k�i(t+ ts) + �i(t+ ts)k1 : (29)

The conditions on G and GD under investigation are derived by studing the above inequality in terms of
parameters ki. Obviously, Ni � k�i(t+ ts)k1. From (22) and (24) we have

k�i(t+ ts)k1 �
X

j=1;N

Pij
�
kuj(t+ ts)k1 + k�j(t+ ts)k1

�
+ k�oi (t+ ts)k1 :

According to the control law de�ned in (27), an upper bound for kuj(t+ ts)k1 is given by

kuj(t+ ts)k1 �
u0j(t+ ts)


1
+ kj

The �rst term on the right{hand side corresponds to a bound on the evolution of (28) after the onset time
of the sliding mode. Since parameters in �j have been chosen so as to have stable tracking dynamics, states
will evolve on the hyperplane �j asymptotically converging to the origin. A bound Uj �

u0j(t+ ts)

1

can be
therefore established in terms of the values of states at time ts, which in turn are bounded due to �niteness of
ts.

From (23) we also have

k�oi (t+ ts)k1 =

ĝi �
0
@ X

j=1;N

Cij exp (Aij(t+ ts))x
o
ij

1
A

1

=


X

j=1;N

~Cij exp ( ~Aij(t+ ts)) ~Bijx
o
ij


1

where ( ~Aij ; ~Bij ; ~Cij) are minimal realizations of the causal part of G�1i (s)Cij(sI � Aij)
�1. Hence, in the

hypotheses of lemma 2 and for any xoij (18), an upper bound for k�oi (t+ ts)k1 is given by

Zo
i =

X
j=1;N

 ~Cij


1

�( ~Aij)
 ~Bij


1

�ij : (30)

Recapitulating, bounds on the peak norm of the vector of equivalent input disturbances �i(�) after time ts are
provided as

k�i(t+ ts)k1 �
X

j=1;N

Pij(Uj + kj +Nj) + Zo
i : (31)

Using vector notation

z = [k�1(t+ ts)k1 ; � � � ; k�N (t+ ts)k1]T ; u = [U1; � � � ; UN ]
T
;
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k = [k1; � � � ; kN ]
T
; n = [N1; � � � ; NN ]

T
; zo = [Zo

1 ; � � � ; Z
o
N ]

T
;

inequalities (31) are rewritten as
z � P(k+ u+ n) + zo (32)

(inequality signs in vectorial relations are meant elementwise). Accordingly, condition (29) is veri�ed provided
that

k > Pk+ (I+P)n+Pu+ zo � n+ z: (33)

Introducing � = [�1; � � � ; �N ]
T , the VSC law (14) with k = n + � guarantees the existence of a sliding regime

yielding performance P� on G, provided that

� > P�+P(u+ 2n) + zo: (34)

>From the theory of positive matrices (see e.g. [16]), a nonnegative solution � to this equation exists for
nonnegative P,n,u, and zo, if and only if the Perron{Frobenius root of P is smaller than 1. Q.E.D.

Remark 1. The proof of theorem 1 directly o�ers a formula for the DVS controller parameter k, i.e.

k = n+ (I�P)
�1

(2Pn+Pu+ zo + �); � > 0: (35)

The set of all controller amplitude vectors k accomplishing decentralization is therefore a cone C � IRN
+ with

vertex in n+ (I�P)�1(2Pn+Pu+ zo) and positively spanned by the columns of (I�P)�1.
Remark 2. Notice that condition (26) is related to the quasi{block diagonal dominance condition (4), in the

interesting limit case that dominance is seeked for high gains Kii that enforce arbitrary small tracking errors
on minimum{phase nominal systems. In such case, in fact, from (2) one gets

lim
kKk!1

Q(s) = Q̂(s) = G�1D (s)GC(s)

and conditions (4), (26) can be rewritten as

�PF (
n
kQ̂ij(s)k

o
) < 1; 8s 2 D; (36)

�PF (
�
kq̂ij(t)kA

	
) < 1; (37)

respectively, where q̂ij(t) denotes the impulse response matrix of Q̂ij(s).
Remark 3. Conditions equivalent to (26) can be obtained from the theory of nonnegative and M{matrices

as

� there exists an induced norm k � k on IRN�N such that kPk < 1;

� W = I�P is an M{matrix,

Furthermore, easy{to{check su�cient conditions for (26) to be met are derived from Gershgorin's theorem as

kPk1 < 1 kPk1 < 1 (38)

i.e., in terms of conventional row or column dominance. Note also that, according to the theory of generalized
diagonal dominance (see e.g. [1] ), conditions in Theorem 1 guarantee the existence of an input{output scaling
matrix S with positive elements such that S�1 PS satis�es one of the (38).

4 Synthesis of a robust decentralized VSC

The results of the previous section indicate general conditions for deciding whether a decentralized control can be
attempted on a given plant model. In this section, we are interested in demonstrating how a practical synthesis
of a VS controller can also be derived from the presented techniques. A �rst obstacle to the straightforward
application of a controller of type (27) to a given plant is that being the controller based on a particular
realization (19) of the nominal part of the plant, it is necessary to set up observers for systems (19) with
suitable dynamics to reject input disturbances �i. Nonlinear, variable structure observers have been proposed
in the literature that can be applied in principle to this problem (see for instance [35] and [40]). An alternative
approach to this problem is developed in this section.
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A second concern in the practical design of a VS controller is to discuss the attractivity of the sliding
manifolds in the large (section 3 was only concerned with existence conditions for the sliding regime, i.e., with
local stability of the sliding manifolds). Also this concern will be addressed in what follows.

Consider a MIMO system with nominal description given by the block{diagonal matrix GD and structured
interconnections GC . Assume that matrix GD = diag(Gi) satis�es a stricter version of hypotheses H1 of
lemma 2

H10 All Gi are minimum phase,

as well as hypotheses H3 and the further hypothesis

H5 Each row of all Gi(s) has relative degree one.

Note that hypothesesH3 andH5 are necessary and su�cient conditions for the productCiBi to be nonsingular.
Assume also that the interconnectionsGC satis�es with respect to nominal matrixGD the su�cient condition

for decentralized control (26) given in Theorem 1.
Let the desired output trajectories to be followed be described by the outputs of systems Ri in (9). The

proposed structure of the i{th controller is based on an auxiliary system Mi consisting of a column{wise
controllable canonical{form realization of Gi, and is reported in detail in the dashed box of �g.1. Inputs, states,
and outputs of the auxiliary system are ûi, ẑi, and ŵi, respectively, and its initial conditions are assumed to
be zero,

Mi :

�
_̂zi = Aiẑi +Biûi; ẑi(0) = 0
ŵi = Ciẑi

: (39)

The control inputs to the plant ui consist of the sum of two signals, ûi and �ui, synthesized by two switching
controllers (see �g.1). Within a speci�ed �nite time t0, control ûi enforces a sliding regime that produces
asymptotic tracking of the auxiliary system's outputs ŵi on the reference signals yri, while control �ui enforces
a di�erent sliding condition, which yields yi � ŵi, for all t � t0.

The design of the control input ûi is obtained by applying the VSC techniques of section 2. Analogous to
(11), introduce a linear manifold �i = fẑi 2 IRni j�i = 0g, where �i = �i(ẑi � ri), and �i 2 IRmi�ni is such
that �iBi = Imi

. The control law

ûi = ��i(Aiẑi � _ri)� k̂isign(�i) (40)

with

k̂i = k�ik1
kẑi(0)� ri(0)k1

t0
= k�ik1

�ri

t0
(41)

where �ri is as in (10), guarantees that a sliding regime on �i is maintained for all t � t0. During such sliding
motion auxiliary states ẑi asymptotically track reference states ri, i.e. outputs ŵi converge to reference outputs
yri, with an error dynamics �xed by �i.

To design the second control input �ui, consider the system Zi in (19), whose outputs wi coincide with the
i{th output channel yi of the plant in the hypotheses of lemma 2. The goal of �ui is to counteract noise �i and
interconnection e�ects �i, so as to have wi(t) e�ectively track ŵi(t), hence yri(t). Denoting the state error
between the plant Zi and the auxiliary system Mi as ei = zi � ẑi; the error dynamics are described by

_ei = Aiei +Bi(�ui + �i + �i); ei(0) = zi(0) = xoi : (42)

Since under assumptions H3 and H5 matrix CiBi is invertible, let us consider the sliding manifold Si =
fei 2 IRni j& i = 0g with

& i = Ciei :

The closed loop dynamics obtained by enforcing a sliding motion on the surface Si have poles coincident with
the transmission zeros of Gi(s). This can be easily veri�ed by noting that

det
�
sI� (Ai �Bi(CiBi)

�1CiAi)
	

= smi det fCiBig det

��
sI�Ai �Bi

Ci 0

��
:
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Figure 1: The i{th channel of the proposed control scheme. The dashed box contains the controller. The outer
part of the scheme represents the i{th row of the actual plant, with the input disturbance �i replacing the e�ects
on the output yi of unmodelled dynamics Gii and o�{diagonal blocks Gij .

Hence, under assumptions H10 these dynamics are stable. Futhermore, consider the control law

�ui(t) = �(CiBi)
�1 kCiBik1

�kisign(& i) (43)

with
�ki � k(CiBi)k

�1
1 kCiAiei(t)k1 + k�i(t)k1 + k�i(t)k1 + ��i (44)

and

��i =
kCik1
kCiBik1

kei(0)k1
t0

=
kCik1
kCiBik1

�i

t0
; (45)

with �i as in (6). Assuming (44) to hold, all sliding surfaces Si are reached within time t0 as well, and in the
ensuing sliding regime, the plant outputs equal the auxiliary system's, i.e. yi(t) = ŵi for all t � t0.

Due to interconnections among nominal subsystems Gi, the evolution of ei(t) and �i(t) in the right{hand

side of inequality (44) depend on all k̂j , chosen as in (41), and on all �kj for j = 1; : : : ; N . Then, the problem of
the synthesis of a decentralized VSC for the given plant amounts to �nding parameters

�k = [�k1; : : : ; �kN ]
T

which solve the set of the N inequalities (44) for i = 1; : : : ; N .
The discussion of the right{hand side terms of (44) is subdivided in two successive time intervals, namely the

\reaching phase", t 2 [0; t0], and the \sliding regimes", t 2 (t0;+1). Note that conditions (41),(44) ensures that
sliding motions along manifolds �i and Si, respectively, are established before time t0. However, the instants
at which the di�erent manifolds are reached is not speci�ed and depends on the initial conditions. To study
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inequality (44), an upper bound must be provided for the terms �i(t) and CiAiei(t) both for t 2 [0; t0] and for
t 2 (t0;+1).

The detailed computations for these two cases are reported in the Appendix. Results for the case t 2 [0; t0]
are summarized by the inequality

�k � (P+R(I+P))�k+ (I+R)(P(û + k̂) + zo) + (I+R)(I+P)n+ eo + ��: (46)

where R can be made arbitrarily small (at the cost of larger control inputs) by suitable choice of t0. On the
other hand, for t 2 (t0;1), it holds

�k � P�k+P(û0 + k̂) + zo + (I+P)n+ e: (47)

From the results of the previous section, therefore, since the condition (26) holds by assumption, positive
solutions �k satisfying the above inequalities can be found.

In conclusion, a set of gains �k ensuring convergence to the sliding manifolds Si and sliding motions along
them is given by the intersection of the solutions of (46) and (47). To �nd a set of possible solutions note that
any �k satisfying

�k � P�k +P(û0 + k̂) + zo + (I+P)n+ e+R(I+P)�k (48)

also satis�es inequality (46). Then any �k satisfying

�k � (P+R(I+P))�k + (I+R)(P(û+ k̂) + zo) + (I+R)(I+P)n+ eo + �� + Pû0 + e

satis�es both (46) and (47). Hence, it follows that the time{domain dominance condition (26) is a su�cient
condition for the synthesis of a decentralized VSC scheme such as that described in this section.

5 Simulation results

In this section, we present simulation results to illustrate how di�erent degrees of decentralization can be
imposed on a controller, without compromising performance, at the expenses of higher control energy. A 4� 4
system with two possible decompositions (4 and 2 blocks resp.) is considered to this purpose.

It is to be noted that direct application of the DVSC control described in the preceding sections to plants
would lead to the well{known phenomenon of \chattering control", which is almost ubiquitous in sliding{mode
control schemes. Chattering may be a serious disadvantage of variable structure controllers, because of the high
activity imposed on the actuators and of possible excitation of unmodelled dynamics. Elimination of chattering
has been widely studied in the VSC literature (see e.g. [36]). One e�ective technique for chattering suppression
is the so{called \boundary layer" control, roughly consisting in replacing the switching part of the controls with
a steep saturation function. Such replacement basically a�ect asymptotic stability of the resulting design, but
still guarantees uniform ultimate boundedness of trajectories (bounds being arbitrarily reduced by increasing the
saturation function gain), which is a satisfactory goal under any practical regard. In the simulations reported
in this section, we apply a standard boundary layer technique to eliminate chattering from inputs to the plant.
Degradation of expected tracking performance of our proposed control technique results to be negligible.

5.1 4� 4 system with 1� 1 nominal blocks

Consider the plant described by the transfer function matrix

G(s) =

2
66664

(s+:4)
(s�:05)(s+:2) +

:02(s+:3)
(s+:5)(s+:7)

:35(s+:1)
(s+:3)(s+:5) +

:02(s+:1)
(s+:9)(s+1:1)

:02(s+:4)
(s+:6)(s+:8)
:02(s+:3)

(s+:4)(s+1:2)

:35(s+:5)
(s+:2)(s+:4) +

:02(s+:1)
(s+:9)(s+1:1)

(s+:2)
(s�:025)(s+:7) +

:02(s+:6)
(s+:4)(s+1)

:02(s+:2)
(s+:3)(s+:5)
:02(s+:4)

(s+:6)(s+:8)

: : :

:02(s+:4)
(s+:6)(s+:8)
:02(s+:8)

(s+:4)(s+1:2)
(s+:1)

(s�:025)(s+:2) +
:02(s+:2)

(s+:5)(s+:7)
:35(s+:4)

(s+:3)(s+:5) +
:02(s+:1)

(s+:3)(s+1:1)

:02(s+:2)
(s+:3)(s+:5)
:02(s+:4)

(s+:6)(s+:8)
:35(s+:2)

(s+:4)(s+1:2) +
:02(s+:1)

(s+:3)(s+1:1)
(s+:5)

(s�:05)(s+:7) +
:02(s+:3)

(s+:4)(s+:8)

3
77775

: (49)
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Assume input disturbances to be the sinusoidal signals

�1 = 5 sin(:07t); �2 = 5 sin(:02t);
�3 = 5 sin(:10t); �4 = 5 sin(:05t):

(50)

Consider �rst a 4{blocks decomposition G =GD +GC , with

GD = diag

�
(s+ :4)

(s� :05)(s+ :2)
;

(s+ :2)

(s� :025)(s+ :7)
;

(s+ :1)

(s� :025)(s+ :2)
;

(s+ :5)

(s� :05)(s+ :7)

�
:

The corresponding matrix P is

P =

2
64

0:0437 0:7953 0:0433 0:0437

0:8000 0:0427 0:0430 0:0416

0:0422 0:0418 0:0424 0:8064

0:0413 0:0413 0:8060 0:0416

3
75 :

Being �PF (P) = 0:92916, a decentralized VSC of type (40) and (43) can be applied. Let the output trajectories
to be tracked be generated for each channel by �ltering the sinusoidal inputs

vr1 = 50 sin(:10t� 0:92); vr2 = 20 sin(:15t+ 1:67);
vr3 = 30 sin(:18t� 1:43); vr4 = 60 sin(:08t+ 0:56);

(51)

through a second{order �lter with poles at �0:5 and �1 and initial conditions bounded by �ri = 10�3. Choose
the sliding manifolds �i so as to obtain a tracking dynamics with pole at �2, i.e. �i = [2; 1].

Assuming a reaching time t0 equal to 6 10�5, by means of (41), we set k̂ = [33:3; 33:3; 33:3; 33:3]T .
Let the initial conditions of systems GD and GC be bounded by �1 = 2:5 10�3; �2 = �3 = �4 = 5 10�3; and

�ij = 10�3 for i; j = 1; 4.
By (61) one gets R = diag[1:50; 2:85; 0:45; 0:90] 10�5; and, since �PF (P +R(I +P)) = 0:92919, positive

solutions �k for equation (46) exist. By (30) and (50) zo = [10�5; 1:50; 2 10�3; 2:15 10�3]T and n = [5; 5; 5; 5]T .
Applying (53), �̂i(t0) = 4 10�3, for i = 1; : : : ; 4; and, according to (58) and (60), û = [50; 20; 30; 60]T and
eo = [1:25; 4:75; 0:75; 1:50]T 10�3.

Further, by (45), the reaching of the sliding manifolds Si within time t0 is guaranteed if �� = [41:6; 83:3; 83:3; 83:3]T .
The solutions �k to (46) taken with the equality sign evaluate to

�k = [2038; 2077; 2225; 2209]T :

It is easy to verify that such values for �k satisfy also inequality (47). Indeed by (64), û0 = [107; 40:7;
64:1; 124]T , by (59) ��1(t0) = 0:250; ��2(t0) = 0:255; ��3(t0) = 0:273; ��4(t0) = 0:273, and, by (65), e =
[0:087; 0:145; 0:022; 0:061]T . The outputs of the plant and of the auxiliary systems are compared with the
desired trajectories in �g.2. Input signals for the four channels are reported in �g.3.

5.2 4� 4 system with 2� 2 nominal blocks

Finally, consider 2� 2 decomposition of matrix (49) obtained by choosing

GD = diag

 "
(s+:4)

(s�:05)(s+:2)
:35(s+:5)

(s+:2)(s+:4)
:35(s+:1)

(s+:3)(s+:5)
(s+:2)

(s�:025)(s+:7)

#
;

"
(s+:1)

(s�:025)(s+:2)
:35(s+:2)

(s+:4)(s+1:2)
:35(s+:4)

(s+:3)(s+:5)
(s+:5)

(s�:05)(s+:7)

#!
:

Reference trajectories are generated by �ltering the signals (51) through a 4th{order �lter with poles at
�:5;�:75;�1 and �1:5 and initial conditions bounded by �ri = 10�4. In this case, the coupling among the
nominal subsystems in GD is much weaker than in the previous one. In fact,

P =

�
0:0778 0:0704

0:0654 0:0643

�

and �PF (P) = 0:1393 is lower. Each row vector of the 2�2 block{diagonal matrix �i is chosen so as to provide
tracking dynamics during the motion on the sliding manifolds �i with poles at �2;�2:2 and �3. Assuming
the constraint on the reaching time as in the previous case, namely t0 = 6 10�5, amplitudes k̂ have been set as
k̂ = [64; 64]T : Matrix R evaluates to R = diag[4:94; 5:38 ] 10�5 and �PF (P+R(I+P)) = 0:1393.
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Figure 2: Simulations for the control based on a 4{by{4 decomposition described in section 5.1. Desired
trajectories (dashed), auxiliary system outputs (dash{dot) and plant outputs (solid) during the reaching phase,
t 2 [0; t0] (left), and during sliding motion, t 2 (t0;1) (right).

Let the initial conditions of systems GD and GC be bounded by �1 = �2 = 10�3 and �11 = �12 = �22 =
10�3; �21 = 7 10�4. By the same procedure one gets zo = [0:69; 3:22]T , n = [5; 5]T , and since �̂1(t0) = �̂2(t0) =
4:6 10�3, according to (58) and (60), û = [274; 283]T and eo = [6:6; 7:2]T 10�3. Setting �� = [44:5; 64:1]T , in
order to ensure reaching of the manifolds Si in the speci�ed time t0, the solution to (46) with the equality sign
is

�k = [120; 134]T :

Furthermore, since û0 = [538; 559]T , ��1(t0) = 2:28 10�2; ��2(t0) = 2:36 10�2, and e = [1:38; 3:11]T one can
verify that (47) is also satis�ed.

Note that the weaker interactions among interconnected subsystems allow the use of much lower control
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Figure 3: Control signals (u1(t) solid, u2(t) dashed, u3(t) dash{dot and u4(t) dotted) during the reaching phase
(on the left) and during sliding motion (on the right) for the case of section 5.1.

e�orts. The outputs of the plant and of the auxiliary systems are compared with the desired trajectories in
�g.4 while the control inputs are reported in �g.5. The behaviour of the controlled output system is comparable
with that obtained with the stricter, 1� 1 decentralization scheme.

Conclusions

We considered under what conditions a variable structure controller designed for asymptotic output tracking on a
set of nominal, decoupled MIMO subsystems, retains its performance when applied to a real plant with modelling
errors and interactions among subsystems. A su�cient condition to obtain such property has been derived, which
was shown to be a time{domain analogous of well{known frequency{domain dominance conditions employed in
classical decentralized stabilization theory �a la Rosenbrock. As a �nal remark, we stress that, although we made
use of the theory of sliding modes and of tools of variable structure control design, the time{domain dominance
condition of theorem 1 turns out to be independent from this choice, as well as from the speci�cations of tracking
performance. Further investigations will be devoted to understand to what extent results found in this paper
can be extended to di�erent styles of controller design.

Acknowledgements

The authors gratefully acknowledge the inspiration and support given to this work by Prof. Aldo Balestrino,
and the helpful discussions with Prof. Antonio Vicino.

Appendix

Case t 2 [0; t0]

By (24), under controls (40),(43) �i(t) is bounded for t 2 [0; t0] as follows

sup
�2[0;t0]

k�i(�)k1 �
X

j=1;N

Pij(Ûj + k̂j + �kj +Nj) + Zo
i (52)

where Pij is de�ned in (25), Ûj stand for upper bounds on terms k�j(Aj ẑj(�) � _rj(�))k1 for � 2 [0; t0], Nj is
as in (8) and Zo

i is given by (30).

Provided that parameter k̂j is chosen according to (41), at some time t̂j 2 [0; t0] manifold �j is reached and a
sliding motion satisfying �j = �i(ẑj�rj) = 0, is established for t � t̂j . At t = t̂j the distance

ẑj(t̂j)� rj(t̂j)

1

between the states of the auxiliary and reference system is bounded by

�̂j(t̂j) = �(t̂j)((I �Bj�j)Aj)�rj +
exp((I �Bj�j)Ajt)Bjh(̂tj � t)


A
k̂j (53)

where �(�)(M) = sup0�t�� k exp(Mt)k1, �rj is as in (10), and h(t) is the Heavyside function. E�cient tech-
niques for providing such bounds of matrix exponentials can be found e.g. in [19] and [38]. Consider the
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Figure 4: Simulations for the control based on a 2{by{2 decomposition described in section 5.2. Desired
trajectories (dashed), auxiliary system outputs (dash{dot) and plant outputs (solid) during the reaching phase,
t 2 [0; t0] (left), and during sliding motion, t 2 (t0;1) (right).

k{th channel of the j{th block of the nominal system (see (7)). Introduce the transformed state variables

�̂
(k)
j = T̂

(k)
j (ẑ

(k)
j � r

(k)
j ), with T̂

(k)
j 2 IRn

(k)
j
�n

(k)
j given by

T̂
(k)
j =

"
I
n
(k)
j
�1

0

�
(k)
j

#
; (54)

Partitioning the transformed state �̂
(k)
j as �̂

(k)
j =

"
�̂
(1;k)
j

�̂
(2;k)
j

#
with �̂

(1;k)
j 2 IRn

(k)
j
�1, �̂

(2;k)
j 2 IR; the sliding regime
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Figure 5: Control signals (u1(t) solid, u2(t) dashed, u3(t) dash{dot and u4(t) dotted) during the reaching phase
(on the left) and during sliding motion (on the right) for the control described in section 5.2.

condition �j = �i(ẑj � rj) = 0, is rewritten as

�̂
(2;k)
j = 0 for k = 1; : : : ;mj ;

while the slinding mode evolution in the (nj �mj) reduced state space is described by

�̂
(1;k)
j (t) = exp (Âj(t� t̂j))T̂j(zj(t̂j)� rj(t̂j)) for k = 1; : : : ;mj ; (55)

where Âj = diag(Â
(1)
j ; : : : ; Â

(mj)
j ) with Â

(k)
j the upper{left (nj � 1)� (nj � 1){block in T̂

(k)
j A

(k)
j (T̂

(k)
j )�1, and

T̂j = diag(T̂
(1)
j ; : : : ; T̂

(mj)
j ).

By means of (9),

�j(Aj ẑj(t)� _rj(t)) = �jAjT̂
�1
j �̂j + �j(Aj �Arj) exp(Arjt)r

o
i

+(�j(Aj �Arj) exp(Arjt)Brj � �(t)I) � vrj (56)

with �̂j = [�̂
(1)
j ; : : : ; �̂

(mj)
j ]T . Since Âj is Hurwitz (this proceeds from the choice of stable tracking dynamics in

�j), from (56) and (55)

sup
�2[0;t0]

k�j(Aj ẑj(�) � _rj(�))k1 �
�jAjT̂

�1
j


1
�(t̂j)(Âj)

T̂j


1
�̂j(t̂j)

+ k�j(Aj �Arj)k1 �(t̂j)(Arj)�rj

+
(�j(Aj �Arj) exp (Arjt)Brj � �(t)I)h(t̂j � t)


A
Vj : (57)

Further, since
ẑj(t̂j)� rj(t̂j)


1
� kẑj(t0)� rj(t0)k1 � �̂j(t0) with �̂j(t0) given by (53), and for any �1 > �2

it holds �(�1)(M) � �(�2)(M), upper bounds Ûj in (52) can be obtained from (57) as follows

Ûj =
�jAjT̂

�1
j


1
�(t0)(Âj)

T̂j


1
�̂j(t0) + k�j(Aj �Arj)k1 �(t0)(Arj)�rj

+ k(�j(Aj �Arj) exp (Arj t)Brj � �(t)I)h(t0 � t)kA Vj (58)

with T̂j as in (54) and Vj as in (10).
By similar arguments, the evolution of ei(t) for t 2 [0; t0], according to (42) under control (43), is bounded

as follows

sup
�2[0;t0]

kei(�)k1 � ��i(t0) = �(t0)(Ait0)�i + kexp(Ai�)Bih(t0 � �)kA (�ki +Ni + k�i(�)h(t0 � �)k1) (59)

with �i as in (6). Hence, introducing

Eo
i = kCiBik

�1
1 kCiAik1 �(t0)(Ai)�i (60)

Ri = kCiBik
�1
1 kCiAik1 kexp(Ait)Bih(t0 � t)kA (61)
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from (59) and (52), we get

sup
�2[0;t0]

kCiBik
�1
1 kCiAiei(�)k1 � Eo

i +Ri

0
@�ki +Ni +

X
j=1;N

Pij(Ûj + k̂j + �kj +Nj) + Zo
i

1
A : (62)

Note that, since t0 is a design parameter, terms Eo
i ,Ri can be made arbitrarily small at the expenses of the

control e�ort.
Let R denote diag(Ri) and let k̂, zo eo, û and �� stand for the N{dimensional vectors collecting terms k̂i

(as in (41)), Zo
i (as in (30)), Eo

i (as in (60)), Ûi (as in (58)) and ��i (as in (45)), respectively. By (62) and (52),
attractivity conditions (44) for t 2 [0; t0] are met by any �k solving

�k � (P+R(I+P))�k+ (I+R)(P(û + k̂) + zo) + (I+R)(I+P)n+ eo + ��:

Hence, since by hypothesis matrixP satis�es the dominance condition (26) and matrixR can be made arbitrarily
small by suitable choice of t0, it is always possible to obtain �PF (P +R(P + I)) < 1 so the inequality can be
solvable for positive �k.

Case t 2 (t0;1)

Also in this case, an upper bound for �i(t) for t > t0 can be given as

sup
�2(t0;1)

k�i(�)k1 = k�i(t+ t0)k1 �
X

j=1;N

Pij(Û
0
j + k̂j + �kj +Nj) + Zo

i ; (63)

where Nj is as in (8), Zo
i is as in (30), and upper bounds Û 0j on terms k�j(Aj ẑj(t+ t0)� _rj(t+ t0))k1 are

obtained as in (58) with �(�) evaluated on the in�nite horizon, i.e.

Û 0j =
�jAjT̂

�1
j


1
�(Âj)

T̂j


1
�̂j(t0) + k�j(Aj �Arj)k1 �(Arj)�rj

+ k�j(Aj �Arj) exp (Arjt)Brj � �(t)IkA Vj : (64)

Furthermore, introducing the state variables ��
(k)
i =

"
��
(1;k)
i

��
(2;k)
i

#
= �T

(k)
i ei, with ��

(1;k)
i 2 IRn

(k)
i
�1, ��

(2;k)
i 2 IR;

where matrix �T
(k)
i is de�ned similarly to (54) �T

(k)
i =

�
Inj�1 0

C
(k)
i

�
, the motion along the sliding surface Si can

be described by

��
(1)
i (t� t0) = exp ( �Ai(t� t0))��

(1)
i (t0):

with �TiAi
�T�1i =

�
�Ai

�A12
i

�A21
i

�A22
i

�
: and �Ti = diag( �T

(1)
i ; : : : ; �T

(mi)
i ).

Under hypothesys H10, this sliding motion is stable. Therefore,

sup
�2(t0;1)

kCiBik
�1
1 kCiAiei(�)k1 � Ei = kCiBik

�1
1

CiAi
�T�1


1
�( �A11

i )
 �T

1
��i(t0) : (65)

with ��i(t0) as in (59). Denoting by û0 and e the N{dimensional vectors of entries Û 0i (as in (64)) and Ei (as
in (65)), respectively, conditions (44) are met for t > t0 by any �k satisfying

�k � P�k+P(û0 + k̂) + zo + (I+P)n+ e:
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