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Basic probability theory

Event A probability

Certain event probability

Probability density function (pdf) of 𝒙

(ഥ𝒙 is a random variable that assumes a given
value 𝒙 after the experiment)

For 𝑛 → ∞ the relative frequency density
approximates the pdf



Expectation operator and 
normal distribution

• Mean (𝜇) and variance (𝜎2) for a random variable ( ҧ𝑥) with a given pdf
(𝑝(𝑥)) can be calculated through the expectation operator

• ҧ𝑥 is normal with mean 𝝁 and variance 𝝈𝟐 if its pdf is



Standard normal variable (𝝁=0, 𝝈𝟐=1) 
and variable standardisation

• Standardised normal probability density

• Generic normal variable standardisation (ഥ𝒙 → ത𝒛)

Pr {-1.96 ≤ z ≤ 1.96} = 0.95 = 95 %
z0.05 = 1.96



Inference

• Population parameters (𝝁 and 𝝈𝟐) are constant but unknown

• Observed sample parameters ( ഥ𝒎 and 𝒔𝟐) are random variables that may
change with samples, according to a given pdf

• Population parameters can be inferred from observed samples knowing the
pdf of the sample statistics

• ഥ𝒎 is an un-biased estimator of 𝝁 (from probability theory)

Standardised ഥ𝒎



Confidence interval (CI)
estimations

• In general 𝝁 ≠ ഥ𝒎, but 𝝁 = ഥ𝒎± ∆ and ↑CI → ↑∆

• 95% CI means that the error ∆ is such that

Unknown 𝝁
Known 𝝈𝟐

Unknown 𝝁
Unknown 𝝈𝟐

2 cases

ҧ𝑧 statistic ҧ𝑡 statistic



Case A: unknown 𝝁, known 𝝈𝟐

ҧ𝑧 statistic

From tables z0.05 = 1.96, hence:

Thus 95% CI is given by:

Successive 
samples

95% of CI include actual 𝝁 (unknown)

Practical interpretation of 95% CI



Case B: unknown 𝝁 and 𝝈𝟐

ҧ𝑡 statistic (i.e. use ത𝒔 instead of 𝝈)

from tables (ν = n-1)

Thus 95% CI is given by:

Student's t-distribution

tα,∞ = z α





Hypothesis testing

• H0 = null hypothesis  the sample belongs to a known 
population (with known 𝝁 and, eventually, 𝝈𝟐)

• H1 = alternative hypothesis  the 2 treatments are different
each other

• Hypothesis test evaluates the discrepancy between the 
sample and the H0, establishing whether it is statistically i) 
significant or ii) not significant for a significance level α

i)  H0 is refused with a significance level α

ii) H0 cannot be refused with a significance level α



Case A: unknown 𝝁, known 𝝈𝟐

ҧ𝑧 statistic (z-test)

• Mean survival time from the diagnosis of a given disease

• Population = 38.3 ± 43.3 months (μ0 ± 𝝈𝟎)

• 100 patients treated with a new technique = 46.9 months ( ഥ𝒎) and 𝝈 = 𝝈𝟎

• H0  μ = μ0 or H1  μ ≠ μ0

H0 is refused with a significance 
level α if ത𝒛 < - 𝒛𝟎.𝟎𝟓 or ത𝒛 > 𝒛𝟎.𝟎𝟓

Since z0.05 = 1.96 and 
z0.01 = 2.58 what can 
we say?



CI estimations and hypothesis
testing are equivalent

95% CI

99% CI

A confidence interval can be considered as the set of 
acceptable hypotheses for a certain level of significance

ഥ𝒎 (38.3) < μ-
 refuse H0

μ- < ഥ𝒎 (38.3) < μ+ 
 H0 cannot be refused



Case b: unknown 𝝁 and 𝝈𝟐

ҧ𝑡 statistic (t-test)

• Rat uterine weight
• Population = 24 mg (μ0)

• 𝒏=20 rats: [9, 14, 15, 15, 16, 18, 18, 19, 19, 20, 21, 22, 22, 24, 24, 26, 27, 29, 30, 32]

• 𝝂 = 𝑛 − 1 = 𝟏𝟗

• H0  μ = μ0 or H1  μ ≠ μ0

• Equivalence between t-test and CI estimations

Since t19, 0.05 = 2.093
and t19, 0.02 = 2.539 
what can we say?

95% CI

98% CI

Sample and population are significantly different with a significance level comprised
between 2 % and 5 % (0.02 < p < 0.05; calculated p-value for t19, p = 2.27 is p = 0.035)



MATLAB
z-test

[H,P,CI,ZVAL] = ZTEST(X,mean,sigma,alpha,tail)

population
parameters

significance
level

sample

H = 0, H0 cannot be refused at α
H = 1, refuse H0 at α

p-value (i.e. the probability 
of obtaining a test statistic 
at least as extreme as the 
one that was actually 
observed, assuming that 
the null hypothesis is true)

Confidence interval for the «true» 
value μ at a level 1 - α

z-statistic value

'both'  “ഥX is not mean" (two-tailed test)
'right'  "ഥX is greater than mean" (right-tailed test)
'left'    "ഥX is less than mean" (left-tailed test)



MATLAB
z-test: example

>> X=[8.3 9.2 12.5 7.6 10.2 12.9 11.7 10.8 11.7 9.6];

>> sigma=2.1;

>> mean=12;

>> alpha=0.05;

>> [H,P,CI,ZVAL]=ztest(X,mean,sigma,alpha)

H = 1

P = 0.0196

CI = 9.1484   11.7516

ZVAL = -2.3341

What happens
using α = 0.01?



MATLAB
t-test

[H,P,CI,STATS] = TTEST(X,mean,alpha,tail)

population
mean

significance
level

sample

H = 0, H0 cannot be refused at α
H = 1, refuse H0 at α

p-value (i.e. the probability 
of obtaining a test statistic 
at least as extreme as the 
one that was actually 
observed, assuming that 
the null hypothesis is true)

Confidence interval for the «true» 
value μ at a level 1 - α

Data structure containing t-statistics
value and number of DoF

'both'  “ഥX is not mean" (two-tailed test)
'right'  "ഥX is greater than mean" (right-tailed test)
'left'    "ഥX is less than mean" (left-tailed test)



MATLAB
t-test: example

>> X=[22.3 25.1 27 23.4 24.7 26.5 25.7 24.1 23.9 22.8];

>> mean=23;

>> alpha=0.05;

>> [H,P,CI,STAT]=ttest(X,mean,alpha)

H = 1

P = 0.0114

CI = 23.4437   25.6563

STAT = tstat: 3.1694

df: 9

sd: 1.5465

What happens
using α = 0.01?



Interpreting the p-value

In conclusion, the smaller the
p-value the more statistical 
evidence exists to support the 
alternative hypothesis (H1)


