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Abstract— Recently, in the attempt to increase blind people autonomy and im-
prove their quality of life, a lot of effort has been devoted to develop technological
travel aids. These systems can surrogate spatial information about the environ-
ment and deliver it to end-users through sensory substitution (auditory, haptic).
However, despite the promising research outcomes, these solutions have met
scarce acceptance in real-world. Often, this is also due to the limited involvement
of real end users in the conceptual and design phases. In this manuscript, we
propose a novel indoor navigation system based on wearable haptic technolo-
gies. All the developmental phases were driven by continuous feedback from
visually impaired persons. The proposed travel aid system consists of a RGB-D
camera, a processing unit to compute visual information for obstacle avoidance,
and a wearable device, which can provide normal and tangential force cues
for guidance in an unknown indoor environment. Experiments with blindfolded
subjects and visually impaired participants show that our system could be an
effective support during indoor navigation, and a viable tool for training blind
people to the usage of travel aids.

Index Terms—Wearable Haptics; Technological Travel Aids for Blind Users;
Indoor Navigation; Obstacle Avoidance

1 INTRODUCTION AND MOTIVATION

All over the world, 285 millions of individuals are estimated to
be visually impaired. More specifically, 39 millions are totally
blind, while 246 have low visual capabilities [1]. According to
the European Forum Against Blindness [2], more than 200,000
Italians are blind and around 6 millions suffer from eye diseases.
Blindness dramatically limits the quality of life of these people and
their families, especially in terms of autonomous navigation and
privacy. Furthermore, it also represents a considerable economic
burden for the society: looking at the sole case of Italy, the annual
costs related to blindness are over 2 billions Euros [2].

It is not hence surprising that a lot of effort has been
dedicated to improve life conditions of blind individuals and
their relatives, especially for what concerns the enhancement of
blind people autonomy. Under this regard, mobility assistance
for visually-impaired people represents a very challenging task,
since it requires the reconstruction and intuitive delivery of spatial
information on the environment, for enabling a safe navigation.
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Specially-trained guide dogs and white canes represent the
most widespread systems for navigation and obstacle avoidance.
However, they come with important drawbacks due to the ex-
tensive training required, the need for occupancy of one user’s
hand, and the reduced amount of spatial information they can
provide to the user (mainly limited e.g. to low obstacles). In
recent years, different technological solutions have been proposed
to increase blind people walking autonomy. These systems are
generally referred to as Electronic Travel Aids (ETAs) [3]. ETAs
can surrogate spatial information on position and obstacle location
and deliver it to the users via sensory substitution, relying on
auditory or haptic cues. ETAs can be portable or wearable, the
latter ones are usually preferred since they can be used in conjunc-
tion with classical travel aids, e.g the white cane. For a complete
review on these topics please refer e.g. to [4], [5]. Looking at
the sensory substitution approaches, the practical usability of the
acoustical feedback is often limited for mobility applications. This
because it might interfere and reduce user’s auditory ability —
which is usually augmented in blind people, disturbing posture
and equilibrium control and severely affecting social interactions
[6], [7]. For the reasons above, tactile feedback seems to represent
a more natural manner to convey navigational information. This
observation has been strenghtened with the avenue of wearable
haptic systems (WHSs), which have gained an increasingly im-
portant role for the delivery of haptic cues to the human wearers,
with special focus on the cutaneous ones (see [8] for a review
on this topic). Generally speaking, the haptic exploration mode
can be distinguished in two different classes: active and passive
[9], [10], [11]. In the active haptic exploration, people actively
use their hands to gather haptic information during the interaction
with the device. On the contrary, in the passive haptic exploration
the hands of the users are still, while the device haptically elicits
touch-related perceptions on the fingers, palm or dorsum (or at
other body locations in case of wearable systems). Among the
different types of portable solutions, which are based on the latter
type of exploration, it is worth mentioning guide dog robotic
systems and smart canes for indoor and outdoor navigation. The
GuideCane [12] is a wheeled system, which can detect the obstacle
and steers around it; the user feels this steering action on the hand
and follows the robot. In [13] the authors developed a smart rope
interactive system connected with the user hand. The NavCane
[14] is a smart cane device able to deliver priority information
about obstacles in the path. The priority information is transmitted
to the user using tactile and auditory communication methods. In
[15], [16], [17], the authors developed different smart cane devices
that can convey information using tactile stimulation. In [18], [19]
the information regarding the environment and the presence of
obstacles, which is gathered through different types of sensors,
is conveyed to the blind user via vibration or auditory cues.
All these devices can be also categorized as portable because



they require the hand of the user to continuously hold them. In
addition, wearable haptic solutions have been also developed to
convey tactile navigation cues. According to the passive haptic
exploration mode, which mainly rely on vibration stimulation [7]
and, eventually integrated in gloves designed for haptic feedback
delivery, see e.g. [20]. Indeed, vibrotactile stimulation represents
the most common tactile modality used in ETAs, which has been
also used in wearable belts and devices for the wrist, forearm and
torso. For more information see e.g. [21]; for remote guidance
[22], or in integration with sensor network technologies (RFID,
Bluetooth and Wi-Fi) [23]. In parallel, the effect of different
parameters modulating vibrotactile stimulation on skin receptors
have been evaluated in several studies, see e.g. [3], [24], [25].
Regarding spatial information, it can be gathered using various
sensing modalities [26], [27], which include sonars [28], laser
range finders or stereo cameras [29]. Despite the promising results,
the effective translation of these technologies in real-world appli-
cations is still limited. One of the causes for this scarce acceptance
is related to the limited involvement of real users in the conceptual
and design phases. Notwithstanding such tendency is changing, we
are still far from systems designed for, and hence usable by, real
people with real needs.

In this work, we propose a user-centered approach for the devel-
opment of wearable technological solutions for indoor navigation,
which moved from a preliminary investigation of the requirements
of visually impaired people. A tight interaction with real end-users
informed all the developmental phases of our system, driving us
to the definition of the system layout, the cues used for delivering
spatial-related information through sensory substitution, the im-
plementation choices for the planning and navigation parts. The
wearable travel aid system for indoor navigation proposed in this
work consists of: (1) a RGB-D camera that acquires both color
and dense depth images from the environment; (2) a processing
unit to process the images and perform the needed computations
for obstacle avoidance and (3) a wearable fabric-based device,
which can convey navigational information at the arm level to
avoid the detected obstacles, through normal and tangential force
delivery on the user’s arm. This device represents a new version
of the cutaneous passive haptic interface described in [30], which
was specifically re-designed for this work to be more compact
and light, and hence to meet users’ requirements. The choice of
this tactile device was motivated by the fact that the stimuli (i.e.
pressure and skin-stretch) it can deliver are similar to the ones
that a blind person would experience, if a volunteer would hold
the person’s arm to guide her/him through the environment. Two
different experiments were performed to validate the effectiveness
of the presented navigation system: Experiments A (Al and A2)
with blindfolded participants, and Experiments B (B1 and B2)
with blind participants. The results showed that our system can be
a viable support for navigation, especially for subjects who are not
expert users of the white cane.

The paper is organized as follows. In Section 2, users’ require-
ments are described, and in Section 3 and 4 the navigation system
is presented, with a focus on the hardware and the software
architecture, respectively. Section 5 describes all the experiments
we performed to validate the system. In Section 6 the results of
the experimental sessions are reported, which are discussed in
Section 7. Section 8 discusses the limitations of our work and
the implementation plans we envision to overcome them. Finally,
Section 9 is devoted to the conclusions we can draw from this
work.

2 USERS’ REQUIREMENTS

Users’ and accessibility requirements are particularly important
to inform the design of the hardware and the algorithms for an
effective indoor navigation system [3], [31]. The first mandatory
step for the development of satisfactory technological travel aids
and intuitive User Interfaces (Uls) is to correctly understand how
a blind person autonomously moves in an unknown environment.

To collect information on how blind people usually move in
unknown environments and which are their needs and require-
ments, we recruited and interviewed four visually impaired people,
who are, respectively: a member of the Omero museum! (M,
60 years old hereinafter referred to as S1, congenital blind),
a member of “Lega del Filo d’Oro” 2 (F, 70 years old here-
inafter referred to as S2, blind since she was 12 years old), and
two persons from the “Unione Italiana dei Ciechi ed Ipovedenti
ONLUS (UIC)” — Pisa (Italy) 3™, 36 years old - hereinafter
referred to as S3, congenital blind, and F, 42 years old - hereinafter
referred to as S4, congenital blind). S1 and S3 use the white
cane to autonomously walk in their everyday life, while S2 uses
a guide dog and sometimes a white cane, and S4 relies on an
accompanying person in unknown environments. Furthermore, we
also interviewed a teacher from “Lega del Filo d’Oro” specialized
in training for orientation and mobility of blind people.
All the questions are summarized in table 1. The interviews were
designed with the goal of identifying which features and function-
alities a navigation system should ideally have, and informing the
design of the UI. For these reasons, questions focused on gathering
information about: (1) mobility and orientation strategies used
by blind people with no travel support or assistance (Questions
from 1 to 4); (2) features that an indoor navigation support would
be supposed to have (Questions from 5 to 10), and (3) the most
suitable kind of stimulation modality to deliver the navigation cues
to the end user, while she/he is walking relying only on the ETA
support (Questions 11 and 12).

The main outcomes arisen from the interviews are summarized
in the following:

Mobility and Orientation strategy

1) Paths. Not smoothed but segmented routes are preferable for
moving autonomously. Linear routes are usually preferred, since
they are more suitable for orientation.

2) Obstacles and mental map. In unknown environments, e.g.
hotel rooms, blind people usually require to touch everything in
an ordered manner to create an internal mental map of the location
of the objects. On the other hand, while walking around, e.g. in a
corridor, the main goal is to avoid obstacles on the ground; high
up obstacles, such as windows or shelves, should be avoided in a
safe manner. In other terms, blind persons usually prefer to arrive
very close to the object and touch it when they have to use it,
otherwise, in case of an obstacle, they just wish to avoid it.

3) Traditional white cane is a necessary support. Participants S1,
S2, S3 and the specialized teacher confirmed the importance of the
traditional cane for a blind person, who usually moves around in-
dependently. White cane helps in detecting obstacles, especially in

1. Omero museum is a museum specifically thought for visually impaired
visitors, with dedicated and customized exhibition pathways, located in An-
cona, Italy http://www.museoomero.it/

2. The Lega del Filo d’Oro is an Italian ngo, whose mission is to assist,
teach and rehabilitate deaf-mutes http://www.legadelfilodoro.it/

3. Unione Italiana dei Ciechi ed Ipovedenti ONLUS (UIC) - Italian
Association for the Blind — is a non-profit organization with legal entity
governed by private law, which represents and protects the moral and ma-
terial interests of the visually impaired people towards public administrations
http://www.uici-pisa.it/uic-pisa/



Question

Ql What do you commonly use as travel aid among guide dog,
white cane and guide volunteer, and why?

Q2 If you walk through a corridor, where do you prefer to walk: in
the center well away from possible obstacles close to the walls,
or close to the walls?

Q3 If you are in a crowded place, hence with moving obstacles,
which type of approach do you use?

Q4 Do you adopt different approaches if you are in an indoor or
outdoor environment?

Q5 Which type of directional stimuli do you prefer to receive and
where (body location)?

Q6 Do you prefer to experience on the arm a mild-constant cue
along the duration of the movement and a more intense cue
when there is a change of direction, or a stimulus only when

needed?
Q7 In which way do you prefer to avoid obstacles?
Q8 Do you want to arrive as close as possible to the obstacle to
understand which obstacle is, or do you want to stay far from it?
Q9 Using a travel aid system endowed with a camera, proximity

sensors for obstacle identification and a device that conveys nav-
igational cues in an unknown environment, which information
would you like to receive as first and in an immediate way?

Q10 Do you prefer to have immediate indications about the presence
of low or high obstacles?

Q11  Have you ever used a different travel aid with respect to the most
common ones, for example vibrotactile-based devices?

Q12 Which type of stimulus do you prefer between auditory or tactile,

and why?

TABLE 1: Questions proposed during the preliminary interview.

potential dangerous situations, like stairs or unexpected obstacles.

System features

4) Wearable and hands-free system While using a traditional white
cane, or a guide dog, the hands should be left free. Any type of
communication should be provided through another part of the
body. This confirms the observations in [3]. The arm represents a
good body location for haptic communication.

5) Reliable and able to detect any type of obstacle. Many obstacles
can be encountered when moving autonomously along a path or
a route. The white cane is able to detect several obstacles, but
unfortunately not all of them. Obstacles located high up but also
stairs may be particularly dangerous for a blind person. The system
should be able to detect them and inform the users in a clear
and unequivocal manner. The user should feel that the system is
reliable for obstacle detection.

Feedback and communication with the system

6) Haptic feedback. Tactile feedback is preferred with respect to
auditory communication, as reported also in [3]. Users motivated
this choice with the need of have the auditory channel free while
moving autonomously — especially outdoor — to perceive the
surrounding environment. The audio feedback could be used for
additional information requested on demand.

7) Simple and instantly recognizable instructions. Simultaneous
delivery of many types of information is not desirable.
Clear and unequivocal instructions are needed for important
communications. Instantly recognizable indications should be
used for crucial indications and important information types. For
instance, a clear and single strong pressure to indicate a change
of direction (instead of constant stimulation) or obstacle detection
are preferable.

3 THE SYSTEM ARCHITECTURE

The interface represents a fundamental component to manage
the interaction between the system and the person. A good and
appropriate interaction is one of the major goals of the Human-
Computer Interaction (HCI) field, targeting the enhancement of
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Fig. 1: Working modes of the CUFF (a) and overview of the device
worn on the subject’s arm (b).

accessibility and usability of a system or application. Therefore,
the design of the user interface and interaction features plays a
crucial role in system development life cycle. For the navigation
system presented in this work, we decided to rely on tactile
stimulation — in agreement with the outcomes of the interviews
— provided by a wearable system, to leave the hands free. In our
case, the interface will hence consist of a wearable haptic device
to deliver instructions and information to the user. As emerged
from the interviews, important commands and instructions must
be given in a clear manner. The translation of these requirements
in terms of interface specifications can be summarized as follows:

« Haptic device, which is required to be comfortable and
practical;

o Commands and instructions related to stop, proceed, turn
left/right;

e Wearable components, which should be easy to use

In the following, we will describe the wearable haptic device and
the sensing and processing unit.

3.1 Wearable Haptic Device

The haptic interface on which we focused our attention based
on the previously reported requirements is an engineered version
of the clenching upper-limb force feedback wearable device for
distributed mechano-tactile stimulation of normal and tangential
skin forces (CUFF) described in [30]. Briefly, the CUFF consists
of two DC motors attached to a band or cuff worn around the user’s
arm. When the motors spin in opposite directions, they tighten or
loosen the band on the arm, thus conveying a normal force. On the
contrary, when the motors spin in the same direction, the fabric
can slide around the arm, thus conveying tangential force cues and
hence directional information, see Fig. 1.

The usage of this type of system for navigation stimulus deliv-
ery was motivated by the idea of replicating the stimulation that
the hand of an accompanying person provides to the blind person,
to inform him/her about the presence of obstacles and on how to
avoid them (and eventually to communicate a stop command).
This information mainly relies on skin stretch, squeezing and
tangential elicitation of the arm, see Fig 1. In this work, we re-
engineered this device, to make it more wearable, compact and
light and hence to enable a possible employment as travel aid.
The device consists of a main frame, which can be fixed to the
user’s arm through two VELCRO belts, an actuation unit powered
by two Maxon DC Motors with a gearbox ratio of 64:1, and a
belt used as intersection surface with the human body. The final
dimensions of the device result in a reduction of 33% and 56%,
respectively for the total dimension and the weight, with respect
to those reported in [30]. The CUFF device is endowed with a
custom made electronic board (PSoC-based electronic board with
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Fig. 2: The proposed navigation system worn by the user. We can see
the wearable technological device, the camera and the processing unit
(laptop): front view on the right, lateral view on the left.

RS485 communication protocol) [32], which enables controlling
the position of the motors, based on the readings of two magnetic
encoders AS4550, one for each motor. The actuation unit is
powered by a battery pack of 12 V. Due to its high wearability, the
CUFF device could be a good solution to fulfill the requirements
reported in the previous section, especially for what concerns the
need to have the hands free and avoiding acoustical cues.

3.2 RGB-D camera and processing unit

The sensing apparatus of our integrated system mainly leverages
the images acquired through a RGB-D camera placed on the user’s
chest, while a processing unit is placed on the back to process the
visual information from the camera and provide commands to the
CUFF, based on the obstacle avoidance algorithm described in
Section 4, see Fig. 2. It is worth noting that, for this prototype,
a light laptop was used as a cheap processing unit. In future
developments, an ad-hoc unit will be used to further improve
wearability. According to our original idea, the overall system
should have included two cameras (to enable a more exhaustive
space scanning) and two ultrasonic sensors per leg (placed at
the calf level), to detect ground obstacles. Capitalizing upon
the interview outcomes described in Section 2, we decided to
modify the envisioned final layout of the system, to include the
CUFF, only one RGB-D camera, placed on the user’s body with
a VELCRO belt at the chest level (in order to detect both high
and medium-low obstacles), and a laptop to process the images,
placed inside a backpack. The usage of additional cameras and
sensors on the calf was avoided to reduce the complexity of
the system and likely making the assistance more intuitive and
comfortable. We chose to use the Asus Xtion Pro camera, with a
frame rate of 30 Hz at 640x480. However, after some preliminary
testing, we realized that in this manner the stimulation provided
by the CUFF was delivered at a frequency rate which could have
generated confusion in participants. For this reason, we decided
to halve the frame rate to 15 Hz, which is still sufficient for
enabling a correct image processing. The communication between
the different elements was implemented via USB connection.

4 THE SOFTWARE ARCHITECTURE

To enable navigation in the environment, i.e. to reach a target
position while simultaneously avoiding obstacles, we implemented
an obstacle avoidance algorithm running on the laptop (ASUS
UX310U). This algorithm can detect floating obstacles, such as
people walking around, and enable the user to move in a safe
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Fig. 3: In these pictures it is possible to observe an example of the
analysis of the corners inside the three subareas of investigation:
central area (a), and lateral ones (b).

manner, based on RGB-D data processing. The collision detection
algorithm is based on [33], where obstacles were found in images
from a camera through corner detection, while the distance was
provided by the depth sensor. We chose to implement the tech-
niques in [33] since they were proven to be both efficient and
robust in detecting corners and suggesting a safe path to avoid
the obstacles in experiments with blindfolded and blind people
for indoor navigation. Based on the interview outcomes, reported
in Section 2, the navigation strategy was suitably modified as
described in the following. The detection algorithm is based on
the subdivision of the captured image in three sub areas and a
sequential obstacle detection in each area. Once an area is found
to be obstacle free, the user is steered toward such area. Based
on the interviews outcomes, reported in Section 2, we decided to
customize the geometrical segmentation of the areas of interest.
Indeed, since end users usually prefer to move straight, and to
minimize the obstacle detection time, we identified a bigger central
trapezoidal area, hereinafter named as Safe Area, and two lateral
ones named Right and Left Areas, respectively. First, we looked
for corners only in the Safe Area preventing the user to receive
information on possible lateral obstacles that are negligible for
safe navigation purposes. If an obstacle is detected in this area,
the algorithm analyzed the corner in the Right and Left area
sequentially. In this way we limited the amount of information to
the user coherently with the users’ requirements we collected. The
corner detection is based on the color information of the image,
and it implements the OpenCV algorithm Shi-Tomasi corner
detector reported in [34]. The chosen ASUS Xtion PRO sensor
provided point clouds with associated color and depth information
for each point of the captured image.

Once corners have been extracted, the depth information of the
selected points is used to determine the proximity of the potential
obstacles with respect to the user. Based on the value extracted
from the point cloud, we heuristically chose 3 different thresholds
to detect close obstacle. It is worth noticing that since the white
cane was selected as a needed tool by most of the interviewed
persons, our choice was tailored on the condition that implies the
usage of such assistive tool. However, this choice can be safely
employed also in other cases of assisted autonomous navigation.
The chosen thresholds are:

o If the depth values of all corners are greater than 2 m the
corners represent obstacles whose distance from the user
is sensibly greater than the length of the white cane. The
area is hence classified as obstacle free (F).

o If at least one of the depth values is included in the range
1.2-2 m, the area is classified as occupied by an obstacle
O).

o If at least one of the depth values is less than 1.2 m,
the area is classified as critical since there is a potential



obstacle very close to the user (C).

When an obstacle is detected between the range 1.2-2 m the
navigation algorithm starts to analyze the image, as described
before, finding a free path and giving the command to turn to
the right or to the left (R, L). Otherwise when an obstacle is
detected closer than 1.2 m, the algorithm gives the STOP signal
to the device. Then the user is commanded to rotate toward the
area on the right, and if the path is not free, the commanded
rotation provided by the CUFF is toward left. Once a free path
is found, a start command is given to re-start walking toward the
goal direction — straight command (S). The described obstacle
detection algorithm (ODA) takes as input one of the three areas
(A) and returns as output the classification types of the analyzed
area, i.e. free (F), occupied (O) or critical (C), and the commands
to be implemented with the wearable devices, accordingly, i.e.
straight (S), left (L), right (R), STOP, as described later. After a
rotation command, if the path is free, the motors come back to
the rest position. The navigation algorithm, based on the obstacle
detection one, is shown in the Algorithm 1.

Algorithm 1 Navigation Algorithm (NA)

Input: acquired image (I)

Output: straight (S), left (L), right (R), STOP, commands to be
sent to the CUFF

1: if ODA(Safe Area)=F then

2: send command S
3: acquire new image I and execute NA(I)
4: else
5 if ODA(Safe Area)=0 then
6 if ODA(Right Area)=F then
7: send command R
8 acquire new image I and execute NA(I)
9: else
10: if ODA(Right Area)=0 then
11: if ODA(Left Area)=F then
12: send command L
13: acquire new image I and execute NA(I)
14: else
15: send STOP
16: acquire new image I and execute NA(I)
17: end if
18: else
19: send STOP
20: acquire new image I and execute NA(I)
21: end if
22: end if
23: end if
24: send STOP
25: acquire new image I and execute NA(I)
26: end if

As previously mentioned, the algorithm outcomes are trans-
lated into tactile stimuli to be provided by the CUFF device on the
user’s right arm (see the accompanying video), as follows:

1) Straight walk (S) corresponding to two sequentially
squeezing stimuli, which are implemented commanding
opposite directions of rotation to the motors of approx
90°;

2)  Turn left (L), corresponding to counterclockwise rotation
of both motors of approx 180°;

3) Turn right (R), corresponding to clockwise rotation of
both motors of approx 180°;

4) Stop, corresponding to a single squeezing stimuli of
higher intensity implemented with larger and opposite
rotation of the motors of approx 360°.

These values were heuristically chosen as a good trade-off
between intuitiveness and clarity of elicited perception and pleas-
antness. The CUFF device is able to elicit a maximum normal
force of approx 25 N. For all the experiments, we chose for the
Stop signal a maximum normal force of approx 18 N, and for
the Start signal a normal force of approx 10 N. Regarding the
Left and Right stimuli, we decided to pre-tension the belt of the
CUFF device to provide a normal force approx 3 N, focusing
more on the sliding motion elicited on the user’s skin. In this case
the commanded motor rotation was approximately of approx 4800
ticks. One of the four aforementioned commands is provided to
the user, at every algorithm step, i.e. at a frequency of 15 Hz. If
the path is free, the CUFF does not provide any stimulation to the
user’s arm. In this way, we avoid a constant CUFF activation,
which may result in an annoying stimulation for the users as
it results from the outcomes of our interviews. Furthermore, in
agreement with the observations reported in the previous Section,
we decided to give stimuli which result in segmented trajectories.
It is worth noting that we chose a safe range of 1.2 m because
the operating distance of the camera goes from 0.8 — 3.5 m;
from 1.2 m to 0.8 m the algorithm continues to give a STOP
signal. If, accidentally, the distance from an obstacle goes under
0.8 m the camera is not able to see anything but the user is
close enough to perceive the presence of the obstacle with the
cane or hands. Thresholds can obviously be customized based on
users’ physical characteristics such as age, cognitive abilities and
anatomical structure.

5 EXPERIMENTAL VALIDATION

We tested the effectiveness of our system with different partic-
ipants and end-users, in different environments and navigation
conditions. The main goal of these experiments was to verify if
the usage of our technological solution could potentially enhance
autonomous walking performance in everyday life. For these rea-
sons, in light of the importance of traditional navigation supports
— in particular the white cane — for blind people, which emerged
from our interviews, we decided to test our system alone, and
also in association with the cane, and assess users’ performance
and impressions in the different cases. To ensure the correct
implementation of the validation phase, we first evaluated the
safety of our approach with blindfolded participants, gradually
increasing the complexity of the path to perform and finally
enrolling blind subjects. None of the participants had any physical
or mental limitation which could have affected the experimental
outcomes.

5.1 Experiments A: Participants

The Experiments A were completed only by blindfolded partici-
pants. We performed two different sessions of experiments: a first
session where we involved 6 right-handed blindfolded participants
— 2 female, mean age 27, hereinafter referred to as Experiment Al;
and a second session performed by 10 blindfolded participants —
4 female, mean age 26 years, one left-handed hereinafter referred
to as Experiment A2.

5.2 Experiments A: Setup and Procedure
5.2.1 Experiment A1

Experiment A1 was composed of: a discrimination task to evaluate
if the directional stimuli provided by the wearable haptic device



were clearly interpreted for navigation purposes, and a walking
task in an unknown environment, where participants were asked
to wear and use our navigation system to walk along a corridor,
avoid obstacles (both fixed and moving) and reach a target goal.
In both tasks participants were blindfolded.

Discrimination Task

We asked participants to wear the CUFF on the right arm and to
recognize the direction of 50 randomized stimuli (50% for each
direction). These stimuli were obtained by rotating of approx 180°
the CUFF motors in the same direction, clockwise and counter-
clockwise to suggest right and left rotation, respectively. The order
of rotation direction was randomized. Blindfolded participants
comfortably seated wearing the CUFF device, with the forearm
placed on a table. They wore headphones with pink noise to
prevent the usage of any auditory cue generated by the rotation
of CUFF motors. We decided to focus our investigation only on
the left and right rotational stimuli because, in our opinion, these
two stimuli could have been more challenging to interpret with
respect to a strong squeeze on the arm that indicates a stop. Indeed,
the interpretation of these rotational stimulations requires a proper
association to a change of direction and then a suitable processing
in participants’ body schema.

Walking task

During this task, each subject was equipped with the CUFF on
the right arm, the RGB-D camera on the chest, a laptop in the
backpack and a white cane as in Fig.1. The experiment was carried
out in the second floor of the School of Engineering of Pisa, see
Fig. 4(a). Two different travel aid modalities were considered:

1) walking along the corridor using the white cane together
with the CUFF
2) walking along the corridor using the white cane only.

A moving obstacle, i.e. a person walking toward the subject, was
presented always in the same positions for both modalities. In
Fig. 5 a snapshot sequences of the experiments are reported (see
also the accompanying video provided as supplemental material),
where the user is able to avoid the obstacle based on the input of
our navigation system. Before the experiment, subjects underwent
a training period of fifteen minutes to understand the 4 commands
delivered by the device, and how the navigation system worked.
During this period, participants walked along a different part of
the second floor of the building with respect to the one used for
the experiments, to avoid any learning effect. After the training,
the subject completed the path in both modalities. The order
of task execution for the two modalities were randomized and
counterbalanced across subjects. A single trial experiment was
performed by every participant for each modality in order to avoid
learning effects.

5.2.2 Experiment A2

Experiment A2 consisted of a walking task only. It was conducted
in the first and second floor of the School of Engineering in Pisa
(see Fig. 4 a and b) considering a longer and more complex path
, with respect to the one used in Experiment Al, which also
included a moving obstacle, i.e. a person walking towards the
subjects. The test was divided in two parts:

1) training period to familiarize themselves with the system,
as for Experiment Al;

2) walking period along the corridor in three different
modalities (CUFF plus white cane, white cane only,
CUFF only)

@ Start Point Moving Obstacles

@ Goal Point

Start

® Goal Point
Moving Obstacles
O Fixed Obstacles
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Fig. 4: Fig.(a): map of the 2" floor of School of Engineering of
Pisa (Experiment Al, total path length approx 90 m). (b): map of
the 1" floor of School of Engineering of Pisa (Experiments A2,
total path length approx 110 m). In blue, the path followed by
participants during the experiments. The red and green points are
the start and target position, respectively. The yellow points are the
moving obstacles set for the modality experiments with the CANE
only condition, the orange points are the moving obstacles set for the
modality experiments with the CUFF plus CANE; the sky-blue points
are the fixed obstacles present for each modality of the experiment. It
is worth noting the moving obstacles were in the same locations for
all the modalities.

Ten blindfolded subjects wore our system as in Experiment Al.
Also in this case a single experimental trial was performed for
each condition. The moving obstacle was presented in the same
points for all the modalities.

5.3 Experiments A: Data Collection

To evaluate the performance in Experiments A (completed by
blindfolded participants), we recorded: the number of correct
answers for the discrimination task (Experiment A1), the time for
task accomplishment and the results of a subjective quantitative
evaluation performed by administrating a Likert scale survey
(Experiments Al and A2). The time for task accomplishment
is the time to reach target position as in [35], while the Likert
scale consists of questions about the system and the experimental
tasks, to which participants had to answer by assigning a score
ranging from 1 fotally disagree to 7 totally agree. This represents
a common procedure to evaluate devices for assistive robotics
and Human-Robot Interaction [36]. The questions delivered to the
subjects are listed in Table 2. In particular, questions from Q1 to
Q3 referred to the wearability of the CUFF device, questions from
Q4 to Q8 investigated the intuitiveness of the sensory substitution,
questions Q9 and Q10 were about the performance and questions



Questions

Mean Std. Dev.

Q1 It was easy to wear and use the CUFF device 6.06 1.13
Q2 It was easy to wear and use the CANE together with the cutaneous device 6.5 0.77
Q3 I was feeling uncomfortable while using the CANE together with the CUFF device 1.75 1.3
Q4 The haptic suggestions were intuitive 5.9 1.04
Q5 The sound produced by the actuators of the CUFF was hampering 2.68 222
Q6 The stimuli produced by the CUFF were easy to distinguish 5.8 1.17
Q7 The stimuli produced by the CUFF were helpful 6.5 0.77
Q8 It was easy to feel the presence of an obstacle receiving the feedback via the CUFF 6.25 0.94
Q9 I had the feeling of performing better while receiving feedback via the CANE only 1.81 1.35
Q10 I had the feeling of performing better while receiving feedback via the CANE and CUFF device 6.68 0.73
Q11 At the end of the experiment with the CUFF and the CANE I felt tired 1.81 1.42
Q12 At the end of the experiment with the CANE I felt tired 3.6 2.7

TABLE 2: These statements, presented in random order, were rated by the blindfolded subjects of Experiments A (Al and A2) using a 7-point
Likert scale (1: Strongly disagree, 7: Strongly agree). Means and standard deviations across all individuals are reported.

Experiment A1 Experiment A2 and B1

Mean Std. Dev. Mean Std. Dev.
CUFF plus Cane 162.5  27.5 343 67.34
Cane only 165  42.67 401 170.8
CUFF only / / 180

TABLE 3: The table shows the time in seconds for accomplishing the
walking task for Experiment Al and for the Experiment A2 and B1
(only one blind subject participated in the latter experiment for the
CUFF-only condition. The corresponding value is reported in red in
the last row of the table.)

Q11 and Q12 dealt with users’ fatigue during the experiments.

5.4 Experiments B: Participants

The Experiments B involved only blind participants and it con-
sisted in two parts. The Experiment B1 included one blind subject,
a 42-years-old female. Six blind subjects (3 female, mean age 51
years old, all congenitally blind) were involved in the Experiment
B2. Four of them were expert users of the white cane; they navi-
gated independently in outdoor and indoor unknown environments
and only one of them preferred to use the white cane for outdoor
navigation only. The other participants do not use the white cane
in their daily life, but a guiding volunteer. Two participants had
previous experience with vibrotactile device for navigation and
one of them used a vibrotactile feedback for outdoor navigation,
i.e. the Miniguide [37]. None of them had experience in the
use of force feedback devices as sensory substitution techniques
for travel aids. Participants gave their informed consent before
the experiments, and none had any previous knowledge of the
environment where the experiments were performed.

5.5 Experiments B: Setup and Procedure
55.1

It was completed by a single right-handed subject. She performed
the same experimental task and procedures as the blindfolded
participants of Experiment A2 (for more information see 5.2
Experiment A2). The subject wore our system as all the other
blindfolded participants. Since she does not use the white cane to
move in everyday life but only a guiding volunteer, we did not
consider the navigation condition with the cane only.

Experiment B1

5.56.2 Experiment B2

It was completed by six blind subjects, all of them right-handed.
They wore the CUFF on the right arm (only one user preferred
to not have the device on the same side, right, of the cane), the

RGB-D camera on the chest, a laptop in the backpack, and the
white cane only for the expert users. The experiment was divided
in three main parts:

o familiarization with the system and the tactile stimulation;

o experiment for recognizing the four stimuli (start, stop,
turn left and turn right) provided via the CUFF;

« walking task.

Familiarization

Prior of each experiment, participants went through a training
period with the system, of about three minutes, to take confidence
with the device. They were comfortably seated with the CUFF
placed on their arm and the four commanded stimuli were pro-
vided sequentially in this order: start, turn right, stop, turn left.
The aim was only to give an idea of which kind of stimulus
participants should have experienced via the CUFF, since none of
them had previous experience with a force-haptic feedback device.
After this part, participants spent 15 min walking along a corridor
(first floor of the School of Engineering of the University of
Pisa) to better understand the information provided by the CUFF,
and the strategy adopted for obstacle avoidance. The paths used
for the familiarization were different from the ones used in the
experimental tasks to avoid any learning effect.

Commands recognition task

In this task, we asked participants to identify the four commands
delivered by the CUFF, while they were walking along a corridor.
An operator commanded the CUFF device with a joystick, to
deliver navigational cues and suggest the direction to follow.
Participants had to recognize 40 randomized stimuli (ten for each
of the four main commands). After the analysis of the outcomes
of the discrimination task in Experiment Al (see 5.2.1), although
the different stimuli were clearly recognized by participants, we
received some comments on the usefulness of increasing the
intensity of the stimulation for the navigation commands. For this
reason, we decided to rotate the motors of approx 210° instead of
approx 180° for the turn right and left commands, and about 360°
for the stop and start conditions. During the experiment we video-
recorded the task execution to identify when the joystick buttons
were pressed by the operator to command the CUFF device and
obtain the reaction time of participants. The joystick used for this
experiment was a common PlayStation joystick.

Navigation task

To assess if our navigation system could be a viable solution
not only in big and open spaces like the corridor used in the
Experiments A and B1, we tested the system in five small walking



tasks in narrow spaces, which included the navigation through
a door, and multiple sequential changes of direction. The aim
of these tasks was to analyze: (1) the user’s perception of the
tactile commands, (2) the effectiveness of the system in detect-
ing/avoiding the obstacles and (3) the effectiveness of the system
in providing appropriate and precise instructions to guide the user.
After a first pilot test, we decided to modulate the corridor of
the second floor of the School of Engineering of Pisa with wood
panels in order to create customized small paths, with various
levels of navigation complexity:

Task 1 to turn left

Task 2 to turn right

Task 3  to walk along a corridor and avoid a fixed obstacle

Task 4 to change three times the direction (turn left, then right
and finally turn left)

Task 5 to pass through a door

Tasks 1 and 2 targeted two different direction changes; Task 3
dealt with obstacle avoidance; Task 4 required multiple sequential
changes of direction, and Task 5 was related to the navigation
through a door. The paths were approx 11 m long (Tasks 1, 2, and
4), and approx 7 m (Tasks 3 and 5), while the width was approx
1.6 m for all the paths.

Since not all the participants were expert users of the white
cane, we decided to take in consideration two different modalities
of execution. We left the cane to the three expert users so they
repeated every task twice: once using the CUFF in conjunction
with the cane, and another using only the cane as a travel aid. On
the contrary, the other three participants performed the tasks only
with the CUFF. It is worth reporting that the expert users of the
white cane in Experiment B2 were in total four, but one of them
decided to not use the cane during the experimental session, to
be completely focused on the CUFF device. The order of task
execution for cane users was randomized and counterbalanced
across subjects for the two different modalities.

5.6 Experiments B: Data Collection

For the Experiment B1, we recorded the time for task accom-
plishment and the results of a subjective quantitative evaluation
performed by administrating a Likert scale survey (like in Experi-
ments Al and A2). Since the participant was not an expert user of
the cane, the questions focused on the navigation condition with
only the CUFF as a support tool, see Table 8§ for more details.
Furthermore, we asked the participant if she would have preferred
the usage of auditory or vibratory cues with respect to forces
as a sensory substitution method. Regarding the Experiment B2,
to evaluate users’ navigation performance related to the clarity
and the effectiveness of the commands provided via the device
during the recognition task, we decided to record the number of
correct and incorrect movements (based on the agreement with
the delivered navigational stimulation) and also the reaction time
to the stimuli. We defined the reaction time as the time interval
between the instant when the joystick button was pressed by the
operator and the reaction of the subject as it can be observed
from the video (which used a frame rate of 15 Hz). For each
navigation experiment (Tasks 1 to 5), we recorded the time for task
accomplishment, and the number of collisions with the obstacle
in case of failure of the vision system (please note that the
camera supports a near field mode at least of 0.8 m). A single
trial experiment was performed by subjects for each modality to
avoid any learning effect. At the end of the experiment participants
underwent through a subjective quantitative evaluation procedure
based on a seven point Likert scale, (see Table 9). We divided the

Subjects

Commands Mean  Std. Dev
S1 S2 S3 S4 S5

START 217 144 151 129 1.62 1.61 0.33

STOP 128 1.03 1.03 0.9 1.04 1.1 0.13

RIGHT 0.84 1.66 1.08 1.06 1.39 1.3 0.32

LEFT 078 0.67 094 139 099 0.87 0.14

TABLE 4: This table reports the reaction time for each subject and
the mean value associated to each CUFF command.

Commands Subjects

S1 S2 S3 S4 S5
START 0 0 0 0 0
STOP 0 0 1 0 1
RIGHT 0 0 0 1 1
LEFT 1 0 1 0 2

TABLE 5: This table reports the number of stimuli not correctly
understood by the subjects.

questions for the blind subjects based on the modalities of task
execution. Questions from Q1 to Q14 were in common to all the
subjects. In particular, questions from Q1 to Q11 referred to the
wearability of the CUFF, the intuitiveness of sensory substitution
and the sensation provided by the device, whereas questions from
Q12 to Q14 investigated participants’ preferences with respect
to other types of sensory substitution cues, like auditory stimuli
or vibration. Questions from Q15 to Q18 were delivered to the
participants who completed the walking task with the CUFF
only, while questions from Q19 to Q28 were delivered to the
participants who completed the walking task in both modalities.

6 RESULTS

Starting from Experiments A, we can see that the results of
the discrimination task had an average percentage of 97% and
a standard deviation of 3.41. Table 2 reports the Likert scale
results for the blindfolded subjects in the Experiments Al and
A2. The questions Q1 and Q2 (related to the wearability of the
device with and without the use of the cane) were positively
rated with a mean of 6.06 and 6.5 and standard deviation of 1.13
and 0.77 respectively. For Q6 and Q7, related to the usefulness
of the stimuli, the mean responses were 5.8 and 6.5 with a
standard deviation of 1.17 and 0.50. Questions Q9 and QI0,

C CUFF only  CUFF + Cane Cane only
ommands
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Task 1 70 52.32 45 2433 1933 1.15
Task 2 64 35.35 50 3579 16.66 2.3
Task 3 71.5  31.81 24.66 6.5 13.33  1.52
Task 4 73 31.11 38.66 21.54 17.33 251
Task 5 72.5  38.89 40 27.49 14 5.56

TABLE 6: The table shows the time (in second), mean and standard
deviation to accomplish the five navigation tasks for each different
experimental modality.

C CUFF only  CUFF + Cane Global
ommands
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Task 1 1 0 1.5 0.57 14 0.54
Task 2 0.5 0.7 0.33 0.57 04 0.54
Task 3 0.5 0.7 0.66 6.5 0.6 0.54
Task 4 2.5 0.7 1.33 0.57 1.8 0.83
Task 5 2 0 0.66 1.15 1.2 1.09

TABLE 7: The table reports the number of collisions, mean and
standard deviation in each task for the different modalities.



Questions Results
Q1 It was easy to wear and use the CUFF device 7
Q2 I was feeling uncomfortable while using the CUFF device 2
Q3  The haptic suggestions were intuitive 7
Q4  The sound produced by the actuators of the CUFF was hampering 1
Q5  The stimuli produced by the CUFF were easy to distinguish 5
Q6  The stimuli produced by the CUFF were helpful 7
Q7 It was easy to feel the presence of an obstacle receiving the feedback by the CUFF 6

Q11 At the end of the experiment with the CUFF I felt tired 1
Q12 Have you ever used a vibrotactile ETA? If yes, you would have preferred it w.r.t the CUFF  Yes; No
Q13 Would you have preferred an auditory cue? No
Q14 Would you use our system in everyday life? Yes

TABLE 8: These statements, presented in random order, were rated by the blind subject of Experiment B1 using a 7-point Likert scale (1:

Strongly disagree, 7: Strongly agree).

. All participants CUEFF only users Cane users

Questions Mean Std. Dev. Mean Std. Dev. Mean  Std. Dev
Q1 It was easy to wear and use the CUFF device 5.125 1.80 / / / /
Q2 The haptic suggestions were intuitive 3.87 1.72 / / /
Q3 I felt hampered by the cutaneous device. 3.25 2.37 / / / /
Q4  The sound produced by the actuators of the CUFF was hampering 1.25 0.46 / / / /
Q5 The stimuli produced by the CUFF were easy to distinguish 4.12 1.72 / / / /
Q6  The stimuli produced by the CUFF were helpful 4.62 2.06 / / / /
Q7  Ifelt confident using the system. 3.25 2.18 / / / /
Q8 I felt stressed/frustrated using the system. 2.75 1.98 / / / /
Q9  The system gave me an unpleasant feeling 2 1,6 / / / /
Q10 I was able to interact with the environment during the use of CUFFE. 5.25 1.9 / / / /
Q11 I had difficult in locating the obstacles during the task. 4.25 1.6 / / / /
Q12 Would you prefer an auditory stimulus? 2 yes only 6 no / / / /

; . P N

Q13 Dp you ever use a vibrotactile device? If yes would you have preferred a 2 yes 6 no / / / /

vibrotactile stimulus?
Q14 Do you wear the system during the daily life? 4 yes 4 no / / / /
Q15 I felt relaxed using only the CUFF device during the tasks. / / 5.4 2.07 / /
Q16 I was feeling uncomfortable while using the CUFF device. / / 22 1.64 / /
Q17 At the end of experiment with the CUFF only I felt tired. / / 3.8 2.77 / /
Q18 I had difficult in completing the tasks using the CUFF only / / 5.6 1.34 / /
Q19 It was easy to wear and use the CANE together with the CUFF. / / / / 6.66 0.57
Q20 fj e\z?sefeeling uncomfortable while using the CANE together with the CUFF / / / / 1.33 0.57
Q21 At the end of experiment with the CUFF and CANE I felt tired. / / / / 2.66 2.88
Q22 At the end of experiment with the CANE only I felt tired. / / / / 1 0
Q23 I had the feeling of performing better while receiving feedback by the CANE / / / / 6 1

only.
Q24 IC l[l}il(:i Ffedeel\llrilfeof performing better while receiving feedback by the CANE and / / / / 3.66 1.52
Q25 I had difficult in completing the tasks using the CANE with the CUFF. / / / / 3.33 2.08
Q26 I had difficult in completing the tasks using the CANE only. / / / / 1 0
Q27  Using the CUFF with the CANE I was more hampered in completing the task / / / / 4.66 3.21

TABLE 9: These statements were rated by the subjects of Experiment B2 using a 7-point Likert scale (1: Strongly disagree, 7: Strongly agree).

Means and standard deviations across all individuals are reported.

on the performance, showed positive results with a mean of
1.81 and 6.68 and a standard deviation of 1.35 and 0.73. For
QI11 (i.e the fatigue at the end of the experiment) the mean
was 1.81 and the standard deviation was 1.42. The differences
between the time for task accomplishment in the two navigation
conditions were studied using a Wilcoxon signed-rank test, due
to the non-Gaussianity of the samples. In particular, the p-value
from Wilcoxon non-parametric test is associated with the null
hypothesis of equal median values. Results show that there is not
a significant difference in term of time for task accomplishment
in the two navigation conditions (p > 0.1, Experiment Al: Time
with Cane only seconds: mean standard 165 deviation 42.67;
Time with CUFF and Cane: mean 162.5 standard deviation 27.5.
Experiment A2: Time with Cane only seconds: mean 401 standard
deviation 170.8; Time with CUFF and Cane: mean 343 standard
deviation 67.34). Furthermore we performed a Wilcoxon non-
parametric test considering scores from Q9 - QI10, and QI1 -
QI12, respectively. Statistically significant differences were found

in both cases (p < 0.05), which suggest that the integration with
the CUFF was perceived as effective in improving the navigation
performance and reducing the fatigue. Table 8 reports the result
for the blind participant of Experiment B1, while table 3 shows
the time for task accomplishment for Experiments A and B1. The
time for task completion of the blind subject in Experiment 1
was 180 sec. Regarding the Experiment B2, Table 4 and 5 show
the time of reaction of the participants to the commands and the
mean value across all subjects. As it can be noticed we report
data from only five blind subjects; we decided to discard the sixth
subject since we experienced some issues during the experimental
task due to communication problems from the joystick to the
CUFF. What is noticeable is that participants promptly responded
to the navigation commands with a mean time of reaction of 1.61
seconds for start command, 1.1 for the stop, 1.3 for turn right and
0.87 for turn left. This result testifies in favor of the intuitiveness of
the delivered stimuli. Table 6 reports the execution times for Task
1 to 5 in the different navigation modalities, while Table 7 shows
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Fig. 5: In these pictures, it is possible to observe the obstacle
avoidance, on the left, performed by the blindfolded individual
while walking through the corridor.

the number of times in which the vision system failed, which
testifies in favor of the reliability of our solution. The mean time
and standard deviation, for the blind participants who were not
expert users are: 70, 64, 71.5, 73, 72.5 seconds and 52.32, 35.35,
31.81, 31.11, and 38.89 seconds respectively for Task 1, 2, 3, 4,
and 5. The blind participants, who were expert users of the cane
completed the tasks in two modalities (CUFF + Cane and Cane
only). The mean values and standard deviation are: 45, 50, 24.66,
38.66 and 40 seconds and 24.33, 35.79, 6.5, 21.54, 27.49 seconds
for the modality CUFF + Cane. For the Cane only they are 19.33,
16.66, 13.33 17.33 and 14 seconds for the mean values and 1.15,
2.3, 1.52,2.51 and 5.56 seconds for the standard deviation values.
In Table 9 we can find the results of the Likert scale questionnaire
provided by all the blind participants of Experiment B2. Questions
QI1, Q19 and Q20, are related to the wearability of the CUFF,
where we can observe positive scores, with a mean value of 5.12,
6.66 and 1.33, and a standard deviation of 1.80, 0.57 and 0.57,
respectively. For Q5 and Q6 (on the sensory substitution) the
mean is 4.12 and 4.62, and the standard deviation 1.72 and 2.06.
Questions Q15 and Q16, on the sensation during the usage of the
device, also comes with a good rate with a mean of 5.4 and 2.2,
and standard deviation of 2.07 and 1.64, respectively. For Q25 and
Q26, on the task performance, the mean are 3.33 and 1, and the
standard deviation 2.08 and 0.

7 DISCUSSION
7.1 Results with Blindfolded Participants

The results of the discrimination task of Experiment A1 showed
that participants were able to correctly recognize the direction of
the stimuli. Regarding Table 2 we can note that participants had
no difficulty wearing and using the CUFF, also in combination

with the cane. About the intuitiveness of the proposed sensory
substitution approach, users were able to distinguish the stimuli
produced by the device and understand the correct direction to
follow. The general opinion was that haptic stimuli were helpful
for guidance, especially for obstacle avoidance. All the subjects
were able to avoid obstacles by following the information provided
by the device even though some subjects reported that the sound
produced by the actuator of the CUFF was hampering. Since
the participants were not expert users of the cane, they had the
impression of performing better when they used the cane and
the CUFF together, instead of the cane only. Users did not feel
tired at the end of experiments with the CUFF and the cane,
while on the contrary they had some difficulties to accomplish the
experiment with the cane only. In conclusion, the integrated usage
of the CUFF and the white cane did not degrade the performance
in navigation task accomplishment with respect to the white
cane only, but, on the contrary, increases users’ confidence in
performing in a better manner, especially for obstacle avoidance,
as reported in the subjective quantitative evaluation

7.2 Results with Blind Participants

The results of the blind subject in Experiment B1 are reported in
Table 8. The subject perceived the CUFF as highly wearable and
easy to use (Q1), comfortable (Q2), intuitive (Q3), helpful (Q6,
Q7), and at the end of the experiment the participant did not feel
tired at all (Q11). The subject reported that the system could be
used in her everyday life but portability should be improved. It
is important to observe that the blind participant performed the
experiment with the CUFF modality only since she was not an
expert user of the cane. She confirmed that with the CUFF she
felt safer walking through the corridor (Q7); about the sensory
substitution, she declared that the haptic stimuli were easy to
distinguish and helpful and intuitive (questions from Q3 to Q6).
The results of the experiments conducted with the blind
participants, reported in Table 4 and 7, showed that the commands
were easy and clear to distinguish. What emerged at the end of the
task is that the motor movement back to the reference position can
be sometimes misunderstood as an indication to turn left or right.
It is reasonable to think that this could make users stop, or just
slow down their pace. What we learnt from the experiments was
that the participants who are expert users of the cane tended to
slow down their pace to be more focused on the stimuli provided
by the device. This can be interpreted as a natural adaptation
to the new assistive modality, with respect to the one used in
everyday life. On the contrary, the non expert users of the white
cane walked with their normal pace. This observation testified in
favor of the intuitiveness of the sensory substitution we chose.
For what concerns the walking task, results reported in Table 6
show that all the subjects were able to complete the tasks with
differences in terms of time for task accomplishment; however,
due to the reduced number of subjects a statistical analysis cannot
be performed. Expert users of the white cane were able to find the
free path immediately using only the cane, while they had to spent
a few seconds more to understand the indication received from the
CUFF and pay attention to the command to follow. On the other
hand, participants, who used a volunteer guide in everyday life,
were able to complete the task slowly but autonomously.
Regarding Table 9, we can note that in general participants had
no difficulty to wear and use the device, neither in conjunction
with the cane (Q1, Q19 and Q20). About the intuitiveness of
the sensory substitution, the stimuli were helpful and easy to
distinguish for the participant who rely on an accompanying
person in everyday life, less intuitive and useful for the expert



users of the cane (Q5 and Q6); but all of them were able to
successfully localize and avoid the obstacles during the tasks.
More specifically, the global impression of users of white cane
was that the device could be a viable solution for training new
blind people in the usage of the cane, but to expert users of the
cane the device seems to not give any additional information (Q23
and Q24). Indeed, they liked very much the idea of receiving
information about the presence of obstacles, but they preferred
to choose the best strategy to avoid it by themselves using the
cane. About the non autonomous blind participants, who rely on
an accompanying person, all of them liked the device because
for the first time they walked alone in an unknown environments.
They felt relaxed using the system and understood well the stimuli
(Q15 and Q16); although they declared to have some difficulties
to accomplish challenging tasks, like passing through the door
and double turning (see 7). For this reason at the end of these
experiments they felt tired (Q17). Furthermore, we asked the
visually impaired users if they would have preferred forces versus
vibratory cues: results show that they did not like this type of
stimulus, and preferred to have the auditory channel free. Indeed,
as said in Section 5.4, some of them had, in other occasions, tried
a vibration-based device. Even though most of them had preferred
the forces cues, in their opinion the most important thing is related
to the fact that the stimulus has to be clearly understood without
any possibility of misunderstanding.

8 LIMITATIONS AND FUTURE DEVELOPMENTS

This work reports on the feasibility of the integration of a
wearable haptic device, which provides stimulation cues similar
to the ones conveyed by the hand of an accompanying person,
with an obstacle avoidance systems. The work has followed a
user-centered approach, from the definition of the specifications
to the validation phase. Despite the positive results, we are aware
that the process for translating these outcomes in everyday life is
still long and that our approach presents some limitations, which
we would like to address in future work. The main aspects we
would like to further develop are: (1) the user’s requirements -
social acceptability of the system, which is also related to its
wearability, (2) the hardware architecture, and (3) the algorithm
used for the obstacle detection. Regarding the first point, we will
explore the possibility of tailoring the navigation instructions
on different conditions of the end users, which are based on
the travel support used in their daily activities. Indeed, what we
learned from the experimental outcomes is that different guidance
instructions could be needed for people using the white cane
and for those who do not. Furthermore, what emerged from the
outcomes of the Likert Scale (see question Q14 in table 9) is
that, even if the users appreciate our approach, they would like
to have a system with smaller physical dimensions and more
visually unnoticeable for an effective usage in their everyday
life. This aspect, which is intertwined with the wearability of our
architecture, was also highlighted during the informal discussions
we had with the participants. This point could be achieved by
exploring the exploitation of a processing unit that can be more
easily integrated with the user’s body, and of other types of
sensors with a reduced layout, e.g. depth, proximity sensors. All
these investigations and possible changes will be driven by a
continuous feedback from visually impaired people. A more in
depth analysis of the sensing solutions could represent a strategy
to overcome the limitations of the current hardware (point 2),
in particular the reduced capacity of the camera to generalize
and see in different scene illumination conditions. Indeed, the
camera and consequently the algorithm used in our system result

in robust in environments that are illuminated with artificial light.
On the contrary, in natural light settings, the reflection of the
sunlight on the floor could lead to the misleading identification
of false obstacles. Moreover, the camera is completely blind in
a dark environment. Regarding point (3), the major limit of our
algorithm is that it is not capable to distinguish between moving
or fixed obstacles. This could not guarantee a safe navigation
in a crowded place. Also this point could be addressed through
a suitable choice of the sensing system. Under this regard, we
will evaluate the integration and usage of vision-based and
non-vision based sensors and arrays. This evaluation will include
the investigation of a multi-sensory approach to increase the
robustness of on-line obstacle identification and localization
and people detection, for an intuitive spatial map reconstruction
[38], [39], [40], [41]. Although multi-sensory integration will
be investigated, a minimalistic approach for resource usage will
always guide all the phases, to push further system wearability
and cost-effectiveness. Furthermore to increase the reliability of
the algorithm, we will investigate a new lower level planning
strategy based on a learning process on the pace of the users,
and create a custom lower level planner. This could also help
to increase system acceptability. An integration between the
navigation and planning strategy presented in this paper with a
higher level planning method for the automatic computation of
intermediate target points to drive the user is also envisioned.
This could be done through the realization of a database with
maps of different places of interest (e. g. hospitals, public offices,
etc). The testing of other navigation algorithms coming with a
lower computational cost is under investigation, and applications
for outdoor navigation will be considered. Finally, future work
will include additional experiments with blind people and further
investigation and implementation of users’ needs, to continuously
increase the intuitiveness of the system and its portability,
including specific experiments to evaluate the effectiveness of the
system for training blind people to use travel aids (such as the
white cane).

9 CONCLUSIONS

In this work, we have presented a wearable navigation system of
a RGB-D camera, a laptop and a wearable device CUFF, which
can provide normal and tangential force cues through the control
of a stretching state of a fabric. The target application is blind
people guidance in an unknown indoor environment. The final
layout of the system and obstacle avoidance techniques was based
on the elaboration of requirements and opinions collected from
blind individuals and people working in the field of assistance
of the visually impaired. We tested the system with blindfolded
participants and blind users, in different indoor environments, and
verified if it could be a viable solution to increase performance
of users with regard to autonomous navigation with and with-
out the white cane usage (see Experiments A,B). Experiments
show that our navigation system could be a viable solution to
be integrated with classic navigation methods. Interestingly, the
visually impaired people, which performed the experiment with
the CUFF only (e.g. no cane users) exhibited a good time for
task accomplishment and a positive perception of the navigation
system and haptic stimuli. On the other hand, according to the
blind expert users of the white cane, the device could be a valid aid
for training newly blind people to use the white cane. Furthermore
the users well recognized the stimuli provided by the CUFF, and
they considered them helpful for navigation.
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