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instability. Combining parameters uncertaintieswith actuator limits carries to a challenging yetopen problem, particularly if the system to controlis nonholonomic.The problem of actuator limitations for velocitycontrol of kinematic nonholonomic systems hasbeen solved for example in (Sontag and Mal-isoff, 1999) defining universal formulas for asymp-totic stability, in (Nijmeijer et al., 2001), with timevarying control Lyapunov functions, or in (Beardand Ren, 2004) for air vehicles’ control. In thepresent paper, the problem of adaptive nonlinearcontrol for generic kinematic nonholonomic sys-tems in the presence of actuator limits is con-sidered assuming a linear relation between thecontrol space and the uncertainties.In literature, the problem of stabilizing a unicyclelike vehicle (i.e. driftless nonholonomic system)



with both uncertain actuators and dynamic pa-rameters has been solved for regulation (Aguiaret al., 2000) and for path—following (Soetano etal., 2003) using adaptive nonlinear and backstep-ping control and assuming the knowledge of theuncertainty sign. In (Tso et al., 2000) the track-ing control of uncertain dynamic nonholonomicsystem has been solved for systems transformablein Extended One—Generator Multi—Chain Form,defining universal formulas for Lyapunov stabi-lization.To the best of authors’ knowledge, while thetracking problem has been solved considering thepresence of maximum velocity constraints, verylittle has been done in the investigation of trackingcontrol laws with limited torques.This paper presents an attempt to solve the con-trol of nonholonomic mobile robots using adaptiveand switching control in the presence of uncertain-ties related to actuation and dynamic, coping withlimitations on actuator saturations. The underly-ing idea is that each component of the final controllaw can be modularly composed using Lyapunovfunctions, starting from a stabilizing controllerthought for the kinematic model. The problem oftorque limitations for the unicycle tracking prob-lem has been solved using switching techniques.Simulations are reported demonstrating the feasi-bility of the proposed approach.2. ADAPTIVE NONLINEAR CONTROLLet us consider a generic, nonholonomic, input—affine nonlinear systemq̇ = f(q) + g(q)u (1)where q ∈ IRn is the state space vector, f(q)and g(q) are the drift and the input vector fieldsrespectively and u ∈ IRm are the available con-trols. Let u(q) ∈ U ⊂ IRm be the control lawthat asymptotically stabilizes the kinematic sys-tem. Indeed, it exists a positive definite Lyapunovfunction V1(q) > 0, withV̇1(q) = ∇V1(q) [f(q) + g(q)u(q)] < 0 (2)whenever q �= 0.Consider now a new input space V ⊂ IRm andthe isomorphism F̃−1 : U → V . The controlinput uν ∈ V may be, for instance, the actual,low level velocity vector available on the physicalnonholonomic system, while the control input ucan be viewed as a control abstraction, e.g. thesteering velocities of the kinematic system model.The stabilizing controller will be trivially uν =F̃−1(u). Let the isomorphism be a bilinear w.r.t.U and some parameters η ∈ IRp, then:uν = F̃−1(u, η) = F−1(u)Θη1̄

where, assuming p = m, 1̄ = [1, 1, . . . , 1]T ∈IRp and Θη = diag(ηi). From the hypothesisof the isomorphism F̃−1, it is possible to definethe invertible mapping function and the relativeLyapunov function:u = F̃ (uν , η) = F (uν)Θ−1η 1̄V̇1(q, η) = ∇V1(q) [f(q) + g(q)F (uν)Θ−1η 1̄] < 0Considering an imperfect knowledge of the pa-rameters η, V̇1(q, η) is not defined any further.Defining η̃ = η̂− η as the parameters error on theestimations η̂, we have:ûν(q) = F̃−1(u, η̂) = F−1(u)Θ̂η1̄û(q) = F̃ (ûν , η) = F (ûν)Θ−1η 1̄u(q) = F̃ (uν , η) = F̃ (ûν , η̂) = F (ûν)Θ̂−1η 1̄where u(q) is the desired, kinematically stabilizingcontrol law, û(q) ∈ U and ûν(q) ∈ V are theactual control input and the low level controlinput vectors respectively, affected by the para-meter estimate η̂. The control û(q) is applied tothe system that has the true parameter η. Usingthe control Lyapunov function V(q) = V1(q), thetime derivative becomes:V̇(q, η, η̃) = ∇V1(q)[f(q) + g(q)F (ûν)Θ−1η 1̄]= ∇V1(q)[f(q) + g(q)UqΘ̂ηΘ−1η 1̄]= ∇V1(q)f(q)+∇V1(q)g(q)Uq (Θ̃η +Θη)Θ−1η 1̄= V̇1(q) +∇V1(q)g(q)UqΘ̃ηΘ−1η 1̄where Uq = diag(ui(q)).Under the assumption that the parameters areunknown but constant, i.e. ˙̃η = ˙̂η, considerV(q, η, η̃) = V1(q) +Vη(η, η̃), where:Vη(η, η̃) = 12 1̄T Θ̃TηΘ−Tη ΓΘ̃η1̄ > 0V̇η(η, η̃) = 1̄T Θ̃TηΘ−Tη Γ ˙̃Θη1̄ (3)where Γ > 0, symmetric and depends on the signof the uncertainties to verify Vη(η, η̃) > 0 (thesign assumption can be found also in (Soetano etal., 2003) and (Aguiar et al., 2000)).Choosing the adaptation of the uncertain parame-ters as:˙̃Θη1̄ = ˙̃η = ˙̂η = −Γ−1UTq g(q)T∇V1(q)T , (4)the time derivative of the Lyapunov function (3)becomes 3 :V̇η(q, η, η̃) = −∇V1(q)g(q)UqΘ̃ηΘ−1η 1̄that ensures the perfect compensation of the un-defined sign term. Hence, the final control Lya-punov function and its time derivative are:{V(q, η, η̃) = V1(q) +Vη(η, η̃) > 0V̇(q, η, η̃) = V̇1(q) < 0 ,3 where we use the fact that the diagonal matrices Θ̃η andΘ−1η commute.



and the system with uncertain parameters inheritsthe stability features (simple or asymptotic) of thekinematic system without uncertain parameterssince V̇(q, η, η̃) is negative semidefinite with re-spect to the whole state space (q, η̃) = (0, η̃). Theuncertain parameter estimation does not neces-sarily converges to zero, as is usual in the adap-tive control framework, while the system correctlydoes its job (this can be proved using LaSalle’stheorem (Hahn, 1963)).2.1 Actuator limitsLet us consider ηi > 0, with i = 1, . . . ,m and η̇i =0, and a limited input velocity |ûi| ≤ umaxi , withumaxi > 0,∀i = 1, . . . ,m. The velocity constraintis satisfied if|û(q)| = |ũ(q) + u(q)| ≤ |ũ(q)|+ |u(q)| ≤ umax .Due to the presence of uncertainties, the velocityerror in the low level inputs ũν(q) = ûν(q)−uν(q)can be rewritten asũν = F−1(u(q))Θ̃η1̄ (5)that ensures the separation of each uncertaintywith respect to the control input space (for thelinearity of the input transformation inverse F̃−1).Applying the linear operator F to (5) and multi-plying both side by Θ−1η 1̄, one gets:ũ = F (ũν(q))Θ−1η 1̄ = UqΘ̃ηΘ−1η 1̄ (6)For simplicity’s sake, let us now examine eachsingle uncertainty separately, since the parametermatrices Θ are of diagonal form. Consider|ũi(q)| = |ui(q))| ∣∣∣∣ η̃iηi ∣∣∣∣ .The limited velocity constraint affects the desiredcontrol inputs ui(q), with i = 1, . . . ,m, the uncer-tainty parameters error and the true value:|ûi(q)| ≤ |ũi(q)|+ |ui(q)| = |ui(q)|(∣∣∣∣ η̃iηi ∣∣∣∣+ 1) .Unfortunately, no assumptions can be made onthe values of the estimation parameters along thecontrolled trajectories of the system. However, if∣∣∣∣ η̃iηi ∣∣∣∣ ≤ k − 1, ∀i = 1, . . . ,m, and k > 1 (7)holds for each time t > t0, where t0 is thestarting time, the limited velocity constraint isimposed directly on the desired, perfectly known,kinematic control u(q), since|ûi(q)| ≤ |ũi(q)|+ |ui(q)| ≤ k|ui(q)| ⇒|ui(q)| ≤ 1kumaxi , ∀i = 1, . . . ,mSince ηi > 0, by letting the uncertain parame-ters 0 ≤ η̃i ≤ (k − 1)ηi, the condition (7) is

fulfilled in the initial configuration (i.e. at t0).Nevertheless, the constraints on the estimated pa-rameters have to be satisfied on all the possibletrajectories of the nonholonomic system. Choos-ing the Lyapunov function (3) and the adaptationparameters law (4), the nonholonomic system iscontrolled with limited controls if it is possible toproperly tuning the estimation parameter weight-ing matrix Γ using LaSalle’s theorem. Intuitively,if ‖Γ‖ → +∞, V(q, η, η̃) ≈ Vη(η, η̃), by usingV̇(q, η, η̃) ≤ 0 and η̇ = 0, with ηi > 0, it ispossible to assert that ‖Θ̃η‖ will be not increasingas t → +∞. This limit condition is enforced bythe orthogonality of q and η and by the fact thatthe two component Lyapunov functionsV1(q) andVη(η, η̃) depend on q and η separately.3. ADAPTIVE CONTROL FOR DYNAMICUNCERTAINTIESLet us consider a general mechanical system withnonholonomic constraints:B⋆(q)q̈ + C⋆(q̇, q)q̇ +G⋆u(q) +A(q)Tλ =W ⋆(q)τA(q)q̇ = 0⇒ Ȧ(q)q̇ +A(q)q̈ = 0 (8)Using standard manipulations of constrained dy-namic systems (see for example (Tso et al., 2000)),it is possible to decompose the system into twoparts: the kinematic model and the relative dy-namic model. Hence, let us consider a genericdynamic nonholonomic system, with drift term: q̇ = f(q) + g(q)uu̇ = B(q, η)−1(W (q)τ − C(q̇, q, η)u−G(q, η)++γ⋆(q, η)) (9)where q ∈ IRn is the state vector of the kinematicmodel state space (i.e. generalized system vari-ables), f(q) and g(q) are the system vector fieldsand u ∈ IRm are the kinematic controls 4 . η ∈ IRpare the dynamic parameters of the mechanicalnonholonomic system. Furthermore, γ⋆(q, η) is ageneric non linear term that is supposed to belinear with respect to the dynamic parameterγ⋆(q, η) = γ(q)η, that could appear from changesof coordinates. It is straightforward that:B(q, η)u̇+ C(q̇, q, η)u+G(q, η) = Y (u̇, u, q̇, q)ηwhere Y (u̇, u, q̇, q) is the well known matrix re-gressor. Suppose that a stabilizing control lawu for the kinematic system exists. Hence, thereexists a positive definite Lyapunov functionV1(q)whose time derivative satisfies (2). The same kine-matic control law can be used also with the fulldynamic system as the virtual control of a back-stepping problem. Define ũ(q) = uτ (q) − u(q)4 The generic dynamic matrix M⋆ in (8) changes to Min (9) to highlight the nonholonomic constrained dynamic.



as the control error, where uτ is the dynamicsystem variable, i.e. the velocity control law of thekinematic subsystem. Consider the torque controllaw:τ = W (q)−1(B(q, η)u̇(q) + C(q̇, q, η)u(q)++G(q, η)− γ⋆(q, η)−Kbũ−∆) (10)with Kb a square, positive definite matrix (thebackstepping gain) that gives:B(q, η) ˙̃u = −Kbũ−∆− C(q̇, q, η)ũand ∆ = (∇V1(q)g(q))T .To prove that the proposed control law effectivelystabilizes the system, we use the following controlLyapunov function:V2(q, ũ) = V1(q) + 12 ũTB(q, η)ũ, (11)having time derivative:V̇2(q, ũ) = ∇V1(q)f(q) + ∆Tuτ + ũTB(q, η) ˙̃u++12 ũT Ḃ(q, η)ũ= ∇V1(q)f(q) + ∆Tu− ũTKbũ+12 ũT (Ḃ(q, η)− 2C(q̇, q, η)) ũ= V̇1(q)− ũTKbũ (12)that is clearly negative definite. It is worth notingthat the term added in (11) represents the kineticenergy of the vehicle and that Ḃ(q, η)−2C(q̇, q, η)(that is skew-symmetric) represents the Hamil-ton’s principle on the energy conservation 5 . Thefirst term of the right side of (12) ensures the sta-bility of the system while the second term ensuresthe convergence of ũ → 0. As the backsteppinggain matrix Kb increases, the latter convergencevelocity increases as it is increasing the controleffort as well.For ease of notation, in what follows, we willsuppress the explicit dependence of system ma-trices and controls by q, q̇, u, u̇. Consider now apartial knowledge of the dynamic parameters η̂.Let η̃ = η̂ − η be the parameter estimation errorand with M̃(η̃) = M̂(η̂) − M(η) the estimationerror on the generic system matrix M due toparameter uncertainties.The torque control law is then:τ = W−1(B̂(η̂)u̇+ Ĉ(η̂)u+ Ĝ(η̂)+−γ̂⋆(η̂)−Kbũ−∆), (13)that replaced in B(η) ˙̃u gives:B(η) ˙̃u = −Kbũ−∆+ Y η̃ − γη̃ − C(η)ũ (14)(recall that γ⋆, γ̃⋆, γ̂⋆ are linear w.r.t. η, η̃ and η̂respectively).5 The skew-symmetric property holds for a particulardefinition of C(q̇, q, η).

Let η̇ = 0, i.e. constant unknown dynamic para-meters, and the adaptation law of the parameters:˙̃η = ˙̂η = −Γ−1(Y T − γT )ũ (15)and consider the composite Lyapunov function,with its time derivative:V3(q, ũ, η̃) = V2(q, ũ) + 12 η̃TΓη̃V̇3(q, ũ, η̃) = ∇V1(q)f +∆Tuτ + ũTB(η) ˙̃u++12 ũT Ḃ(η)ũ+ η̃TΓ˙̃η (16)where Γ > 0 and symmetric (idependent from thedynamic parameters sign).Replacing (14) and (15) in (16), we obtain:V̇3(q, ũ, η̃) = ∇V1(q)f +∆Tu− ũTKbũ= V̇2(q, ũ) (17)that is, once again, negative semidefinite if the de-sired kinematic control law makes V1(q) negativedefinite. Therefore, the native control law u(q) isused to stabilize the nonholonomic system sincethe kinematic control error ũ→ 0; the parameterestimation η̂ does not converge necessarily to η,but still allows for the control task to be solved.4. ADAPTIVE CONTROL FOR DYNAMICAND ACTUATOR UNCERTAINTIESConsider again the mechanical system (8) and thestabilizing law (10). Let τν ∈ IRm be a differentset of torque inputs, related to some actuators’parameters ηa ∈ IRp, whose generic non linearrelation is τ = F̃τ (τν , ηa). The full nonholonomicdynamics become: q̇ = f + guu̇ = B(η)−1(WF̃τ (τν , ηa)− C(ηd)u−G(ηd)++γ⋆(ηd))where ηd are dynamic parameters. The stabilizingcontrol law for the new set of inputs is clearly:τν = F̃−1τ (τ, ηa). Defining η̃a = η̂a − ηa asthe parameters error, function of the parameterestimation η̂a, and supposing that the new inputfield F̃τ is bilinear w.r.t. τ and ηa, it is possible toassert that:τ̂ν = F̃−1τ (τ , η̂a) = F−1τ (τ)Θ̂ηa1̄τ̂ = F̃τ (τ̂ν , ηa) = Fτ (τ̂ν)Θ−1ηa 1̄τ = F̃τ (τν , ηa) = F̃τ (τ̂ν , η̂a) = Fτ (τ̂ν)Θ̂−1ηa 1̄It is worth noting that τ̂ν is the desired controlinput w.r.t. the new set V , computed on theestimation of the uncertainties η̂a. Hence, thecontrol τ̂ is the actual torque control applied tothe system.Consider the desired torque control law (13), thattake care of unknown dynamic parameter ηd withthe adaptation law (15). Recalling the actual



torque control τ̂ = τ + τ̃ and equation (14) weobtain:B(ηd) ˙̃u = W (q)(τ + τ̃)− C(ηd)uτ −G(ηd)++γ⋆(ηd)−B(ηd)u̇τ= −Kbũ−∆+ Y η̃d − γη̃d − C(ηd)ũ+Wτ̃(18)Adding the uncertainties on the actuators ηa, thederivative of the Lyapunov function (17) is nolonger defined. Hence, it is necessary to completeV3(q, ũ, η̃d) with an addtional:Vηa(ηa, η̃a) = 12 1̄T Θ̃TηaΘ−Tηa ΓaΘ̃ηa1̄ > 0V̇ηa(ηa, η̃a) = 1̄T Θ̃TηaΘ−Tηa Γa ˙̃Θηa 1̄where Γa > 0, symmetric and depends on thesign of the actuator uncertainties ηa. Analogouslyto (6), τ̃ = T Θ̃ηaΘ−1ηa 1̄, with T = diagτ i. The ac-tuators parameters adaptation law can be chosenas: ˙̃Θηa 1̄ = ˙̃ηa = ˙̂ηa = −Γ−1a TTWT ũ (19)and constructing the new Lyapunov functionV4(q, ũ, η̃d, ηa, η̃a) = V3(q, ũ, η̃d) + Vηa(ηa, η̃a),yields:V̇4(q, ũ, η̃d, ηa, η̃a) = V̇1(q)− ũTKbũ+−ũTWT Θ̃ηaΘ−1ηa 1̄− 1̄T Θ̃TηaΘ−Tηa TTWT ũ)= V̇1(q)− ũTKbũ = V̇2(q, ũ)that is negative semidefinite, with equilibriumpoint (q, ũ, η̃d, η̃a) = (0, 0, η̃d, η̃a).The most powerful feature of the proposed ap-proach is the design independence between theproblems involved in the stabilization task, whosefeasibility is achieved using backstepping tech-niques and computed torque frameworks. Thecontroller design steps could be depicted brieflyin what follows:1. Design a desired control law for the kinematicnonholonomic system u(q);2. Starting from u(q), design the desired torqueτ for the dynamic system (see (10));3. If there are uncertainties on the dynamic pa-rameters ηd of the system, modify the torquecontrol law τ (and τν) with estimated valuesand use the dynamic parameters adaptationlaw (15);4. If there are uncertainties on the actuator pa-rameters ηa too, add the actuator parametersadaptation law (19).5. TRACKING CONTROL WITH BOUNDEDTORQUES.The general, modular, framework presented in theprevious paragraphs is now extended to the caseof constraints in the actuators torques for thecase of unicycle motion. An approaching controlleris used to minimize the distance e between the
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qFig. 1. Trajectory tracking problem geometry.controlled vehicle and the reference vehicle undera parameter dependent threshold Dmin. As therobot reaches the desired distance Dmin, anotherparameter dependent distance Dmax > Dmin isdefined and a backstepping controller is activated.The latter controller stabilizes the robot onto thedesired trajectory and guarantees that the controltorques are limited if the distance e < Dmax(this condition is guaranteed by the backsteppingcontroller as well).5.1 Backstepping ControllerLet us consider the kinematic and dynamic modelof a unicycle and express the target coordinatesin the mobile vehicle reference system. Hence, theerror dynamics e = [e1, e2, e3]T are given by theequations: ė1 = vr cos (e3)− v + e2ωė2 = vr sin (e3)− e1ωė3 = ωr − ω ⇒ ė = f(e) + g(e)u(20)where v and ω are the forward and steeringvelocities. Dynamics are added by considering theequations v̇(e) = τv/m and ω̇(e) = τω/Iz, wherem and Iz are the mass and the momentum ofinertia respectively (see (Aguiar et al., 2000)).Using the control Lyapunov functionV1 = 12 (e21 + e22)+ (1− cos (e3)) (21)we are able to synthesize two kinematic controllaws for the forward and steering velocities, v̄ andω̄ respectivelyv̄(e) = 2πVmax arctan (e1)− vr cos (e3)ω̄(e) = ωr + 1Ke3 e2vr + 1Ks3 sin (e3) (22)that make V̇1 negative definite. It is easy to noticethat the forward velocity v̄ is surely bounded byVmax + vr, while ω̄ maximum value depends onthe positive constants Ke3, Ks3 , but also on thedistance, through the error variable e2.



Adding dynamics, a new control Lyapunov func-tion is obtained as:Vd1 (e, v, ω) = V1 + 12 (v − v̄)2 + 12 (ω − ω̄)2that yieldsτv = m(−Kbv (v − v̄) + ∂v̄∂e ė+ ∂V1∂e gv (e))τω = Iz(−Kbω (ω − ω̄) + ∂ω̄∂e ė+ ∂V1∂e gω (e))(23)where Kbv and Kbω are positive constants, v̄ andω̄ are the reference velocities provided by thekinematic controller, and f(e) and g(e) are againthe vector fields of the kinematic model (20).We are now interested in finding a maximum forthe two torques (23):|τvmax | = m(2Kbv |vmax|+ |vrmax | (|ωmax|++ |ωrmax |) + |vrmax |+ |vmax|+ |d||ωmax|+ |d|) == Tv1 + d · Tv2|τωmax | = Iz(2Kbω |ωmax|+K−1e3 (v2rmax++ |vrmax | |ωmax| · d) +K−1s3 (|ωmax|+ |ωrmax |)++Ke3) = Tω1 + d · Tω2 (24)As shown in equations (24), the maximum value ofthe torques are given by a linear relation |τmax| =T1+d·T2, where T1 and T2 are functions of the ve-hicle maximum velocities and inertial parameters.The lower limit of the torque value is T1, hence theproblem to solve is to find the maximum value ofd in order to constraint the torque into the range[0, T1 + ∆max], with ∆max > 0. Since the torquecontrols critically depend on the distance betweenthe controlled and the desired reference vehicle,before the resulting backstepping torque controlscan be applied to the system, an additional con-troller, approaching the desired reference vehicle,is adopted.5.2 Approaching ControllerThis controller is meant to drive the vehicle insidethe range where the backstepping controller workswith constrained torques. Consider a new statespace q for the vehicle (see again figure 1), whereq = [e, α, β]T with e the distance vector betweenthe vehicle and the target and with α and β anglesbetween vector e and the relative direction of eachvehicle. The kinematic model of the variables q isthen:  ė = −v cosα+ vr cosβα̇ = −ω + v sinαe + vr sinβeβ̇ = ωr − v sinαe − vr sinβe (25)Consider the Control Lyapunov FunctionV2(q) = 12α2 + 12 ln(1 + e2),

defined on (α, e, β) = [0, 2π) × [Dmin,+∞] ×[0, 2π). V2 does not depend explicitly on β as,during the approaching phase, the relative orien-tation between the target and the vehicle is notrelevant. Its time derivative is given byV̇2(q) = αα̇+ e1 + e2 ėand by substituting the controls v̄ and ω̄:{ v̄ = sat(e) cosαω̄ = Kαα+ v sinαe + vr sinβe (26)where sat(e) is a saturation function (see (Beardand Ren, 2004)), we obtainV̇2 = e1 + e2 (−1 + e2e Kαα2 − sat(e) cos2 α+ vr cosβ)= e1 + e2 ˙̃V2As sgn(V̇2) = sgn( ˙̃V2), let us maximize ˙̃V2 (recallthat e ≥ Dmin)˙̃V2 ≤ −2Kαα2 − sat(e) cos2 α+ vrmax .sat(e) is an increasing function of the distance,therefore, its minimum point is Dmin. It is al-ways possible to choose sat(e) such that vDmin =sat(Dmin) > vrmax , necessary condition for ˙̃V2 tobe negative definite on α = 0. Hence˙̃V2 ≤ −2Kαα2 − vDmin cos2 α+ vrmax .−vDmin cos2 α + vrmax can be positive for α ∈(α, α) with α = acos(−√ vrmaxvDmin) and α =acos(√ vrmaxvDmin). Note that α and α are welldefined since vDmin > vrmax . Hence a sufficientcondition for ˙̃V2 to be negative definite is givenby −2Kαα2 + vrmax < 0⇒ Kα > vrmax2α2 .With this parameter choice the system (25) withthe control laws (26) is globally uniformly ulti-mately bounded on (α, e) = [0, 2π)× [Dmin,+∞].As in (23), backstepping techniques lead to thecontrol laws for the vehicle’s dynamic model, thatcan be maximized as in (24):|τvmax | = m(2Kbv|vmax|+ Rmaxπ (|vrmax |+ |vmax|)++π(1 +Kα + 12π ))|τωmax | = Iz(2Kbω|ωmax|+ (|vrmax |+ |vmax|)2++Kα(|vmax|+Kα) + |vrmax |(|ωrmax |++|vmax|+ |vmax|) + π) (27)The control laws (27) allow to bound the controltorques while the vehicle approaches the region



where the controller (23) is able to track the targetand respect the torques constraints.5.3 Switching Control LawThe adopted switching control law is very sim-ple: just a single switch from the approachingto the backstepping controller is allowed oncethe distance between the vehicle and the targetis less than Dmin. The convergence of the pro-posed method is proven considering that the ap-proaching controller ensures that the region withe < Dmin is reached in a finite time, where theasymptotically stable backstepping controller isactivated.We are now interested in fixing the value of theswitching distance Dmin: let us consider an isosur-face of the Lyapunov functionV1. The projectionson the (e1, e2) plane for different e3 angles are con-centric circles. From Lyapunov theory, a systemtrajectory originated inside an isosurface with n.d.time derivative is bounded in the same isosurface.This means that fixing Dmin as the radius ofthe smallest circle (computed at e3 = π), in theworst case, when the backstepping controller isactivated, a trajectory starting at a distance Dminfrom the origin of the (e1, e2) plane will neverexceed the Dmax distance, radius of the largestcircle (computed at e3=0), therefore the torqueconstraints will be respected.6. SIMULATION RESULTS6.1 Regulation with kinematic uncertainties andlimited velocityAs an application example of the method ex-plained previously, a unicycle like vehicle is con-trolled with limited velocity. The kinematic con-trol law reported in (Murrieri et al., 2004) hasbeen modified as reported in (Caiti et al., 2005).In figure 2 is depicted a parking trajectory whenthe robot is placed in q = [270, 3.6, 3.95]T andthe vehicle parameters are set to R = 100 andL = 500. The estimated parameters value isR̂ = 190 and L̂ = 150. The velocity limitsare (vmax, ωmax) = (50 mm/sec, 1/2 rad/sec),while the scaling factor ρ0 = 660. The controllerparameter λ in (Murrieri et al., 2004) is 0.04.The parking problem is solved using the adaptivecontroller with limited velocity.In figure 3, the computed controls are reported(the linear velocity v, left, and the angular velocityω, right). Each figure depicts also the velocitylimits.
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Fig. 2. Vehicle manoeuvre during a docking oper-ation with unknown parameters and limitedvelocities.
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Fig. 3. Computed controls: linear velocity v (left),angular velocity ω (right). Each figure reportsthe velocity limits too.
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Fig. 4. Vehicle manoeuvre during a docking opera-tion with both unknown dynamic and actua-tor’s parameters. Both the adaptive (left) andnative (right) controller behavior is reported.6.2 Regulation with dynamic and kinematicuncertaintyLet τ = [τv, τω]T = [τ1, τ2]T be the availableforce and torque controls, i.e. the forward forceand the steering torque of the vehicle respectively,and τν = [τr, τ l]T = [τν1, τν2 ]T be the torques ofthe vehicle’s wheels, on the right and left side ofthe robot respectively: τv = (τr + τ l) 1Rτω = (τr − τ l) L2R ⇔ τr = τvR2 + τωRLτ l = τvR2 − τωRL .In figure 4 is depicted a parking trajectory whenthe robot is placed in q = [380, 0.92, 3.97]T , withthe massm = 10 and the inertia momentum I = 1and with the actuator’s parameters set to R = 100and L = 500. The dynamic estimated parame-ters η̂d = [m̂, Î]T = [76, 4.5]T and the actua-tor’s estimated parameters η̂a = [1/R̂, L̂/R̂]T =[1/174, 664/174]T . The controller parameter λ =1/2. The simulation has been carried out for20sec. On the left, the parking problem is solvedusing the adaptive controller while, on the rightside of the figure, the parking problem is carriedout with the native controller u(q), without any



Fig. 5. Trajectories of mobile robot at differentstarting position.
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Fig. 6. Computed torque controls: linear (left) andangular (right) controls.parameter adaptation (see (Caiti et al., 2005) formore detailed simulation results).6.3 Tracking control with bounded torquesSimulation results for the tracking control of a tar-get vehicle with bounded torques are presented.In what follows, the reference vehicle describes acircle while the controlled vehicle starts from dif-ferent positions. Vehicle parameters can be foundin (Caiti et al., 2005).In figure 5 the trajectories of the controlled robotstarting from q = [D cos δ,D sin δ, δ]T , with D =10m and δ ∈ {0, π/2, π,−π/2} are depicted. Thetarget starts from qr = [0,−5, 0]T and describesa circle of radius r = 5m. The correspondingcomputed torque controls are reported in figure 6.7. CONCLUSIONSNonlinear adaptive control laws for generic kine-matic nonholonomic systems in the presence of ac-tuator limits and uncertainties have been derived.An extension to uncertain dynamic systems usingbackstepping techniques and control Lyapunovfunctions has been used. It has been shown that itis possible to obtain a control Lyapunov functionin a modular way, starting from a stabilizing lawfor the kinematic, perfectly known model. Our ef-fort has been devoted to bound the control inputsof the kinematic and dynamic system, in order toavoid actuator saturations.
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