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Abstract— A properly designed elastic actuation can increase
the jumping height that a legged robot can reach.

In this paper we compare the two most popular conceptual
soft actuator designs, parallel elastic (PEA) and series elastic
(SEA), in the task of maximizing the jumping height. Such task
is translated into an optimal control problem.

For a simplified version of the problem an analytical solution
is provided, while a problem with more realistic constraints
(e.g. the linear torque-speed motor characteristic is taken
into account) is stated as a convex optimization problem and
numerically solved.

The results show that: (i) given the power of the motor there
exists an optimal constant stiffness that maximizes the perfor-
mance for both the SEA and the PEA; (ii) the optimal stiffness
depends on the task terminal time, the inertial parameters of
the system and the reduction ratio of the motor; (iii) in the
condition considered the SEA behaves better than the PEA.

I. INTRODUCTION

Since the presentation of the first robotic actuator com-
posed of an electric motor and an elastic element connected
in series (SEA [1]), soft actuators are becoming more and
more popular in robotics. With respect to rigid actuation, they
show better performance in terms of peak speed (see e.g. [2],
[3], and [4]) and energy consumption in cyclic tasks (see e.g.
[5], [6], and [7]).

An important field where the application of soft actuation
is analyzed and exploited is legged locomotion, from devices
with one degree of actuation (see e.g. [8], [9]) to fully
actuated humanoids (see e.g. [10] and [11]).
On a conceptual level, literature presents mostly two design
philosophies: SEA (in this category we find the robots
presented in [10], [11] and [8]), and PEA (see e.g. [7]), in
which a motor is connected in series or in parallel with an
elastic element, respectively.

A comparison between these and other possible soft actu-
ation schemes realizing ankle joints have been proposed by
Grimmer et al. [12] where the analysis is performed in terms
of energy consumption.

In this paper we analyze the task of maximizing the
jumping height of two different robot designs, the PEA and
the SEA. In doing this we take into account conceptual model
for robotic structures employed in running or walking robots.
This is not the case of jumping robots that statically load
an elastic mechanism, e.g. see [13], [14] and [15], which
have the capability to perform very high jumps. However
these robots present the drawbacks to require several seconds
to load the jumping mechanism and, in the majority of the
cases, they can not execute jumps at given instants.

The task, defined as in [16] for the PEA, is translated into
the optimal control problem of maximizing the speed of the
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Fig. 1. A 3D view of the PEA and the SEA jumping robots under
development; the logical scheme that represents the dynamic of these robots
are reported in Fig. 2. The main components of the systems are: i) the lower
mass (red structure) where the motor and its electronic control unit are
located; its mass, that takes also into account the motor, electronic control
unit and linear guide, is in the range of [350-450] [g]; ii) the upper mass
(green part) that can slide longitudinally along the linear guide; its mass
can be arbitrarily changed, from a minimum of 50 [g] to a maximum of
700 [g], putting on it additional weights; iii) the motor, which is a 10 [W]
24 [V] Maxon DC motor, has a reduction ratio of 4.4:1 for the PEA system
and 12:1 for the SEA system and exploits the pulley to act the green mass
by generating a force in both longitudinal directions. It has a stall torque of
64.6 [mNm] and no load speed of 9350 [rpm]. The pulley radius is 0.02 [m];
iv) the rubber bands represent the elastic elements; we use these elements
because we can change the stiffness of the spring simply by substituting the
rubber bands or varying their number.The length of the linear shaft is 0.35
[m]; this allows us to obtain a stroke of 0.2 [m]: it represents an additional
constraint for the green mass motion.

upper mass of the two models at a predefined terminal time.
In our work the optimization is subject to the following
more realistic constraints: maximum elongation of the spring,
contact condition between the environment and the robot,
and torque-speed linear characteristic of the motor; while
in [16] the constraints of the problem are only contact
condition between the environment and the robot and motor
torque. The solutions for the SEA and the PEA, have
been obtained translating the optimal control problem into a
convex programming problem which is later solved through
a numerical tool. Later on, some constraints are relaxed in
order to find the analytical solution for the robot with a
parallel elastic actuator, considering a fixed final time and
a known switching sequence of control but with unknown
switching times.

In agreement with previous works (e.g. [17], [3], and
[4]), section V of this paper shows the existence of an
optimal stiffness of the elastic element which maximizes the
performance of the soft actuators (both the SEA and the
PEA) through the analysis of the dependency of the perfor-
mance index on the parameters of the problem. Moreover,



it is shown that the optimal stiffness depends on the task
parameters and on the dynamic parameters of the system.
These results suggest that the possibility to select the optimal
stiffness, through a properly designed variable stiffness trans-
mission, can further improve the performance provided that
the overall mass of the system is not significantly increased.

Afterwards a comparison between the PEA and the SEA,
given the power of the actuator but varying the transmission
ratio, shows that the SEA with its optimal transmission ratio
performs better then its PEA counterpart.

II. DYNAMIC MODELS

Let us consider a system of which the evolution can be
described by two continuous phases, such as a jumping robot.
The dynamic of this type of systems can be described by two
continuous phases and a switching condition on the reaction
exerted on the robot by the ground. The continuous phases
are:
• the stance phase, with the contact between the lower

mass and the environment. In this phase the normal
force R, that the environment exerts on the robot, is
positive and the distance between the lower part of the
robot and the environment is zero;

• the flight phase, in which the contact is lost, R = 0, and
the distance between the robot and the environment is
positive.

To formalize, let t denotes the time and T the instant time
in which the robot looses contact, i.e. the terminal time of
the stance phase. The following conditions are verified:{

R > 0 if t ∈ [0,T )
R = 0 if t = T . (1)

In the rest of the paper, we pay attention to two different
linear jumping systems, Parallel Elastic Actuation (PEA) and
Series Elastic Actuation (SEA):

(a) PEA: it consists of two masses
connected by a spring that has an
actuator in parallel.

(b) SEA: it consists of three masses
of which the two upper masses
are connected by a spring and an
actuator is interposed between the
two lower masses.

Fig. 2. Model of PEA and SEA in touch with the environment.

• PEA
Referring to Fig. 2(a), we have that the dynamic of the
system is described by the following equations:{

m1ÿ1 + k (y1− y2) = R−U−m1g
m2ÿ2 + k (y2− y1) =U−m2g (2)

where m1 and m2 are the lower and upper mass inertia,
y1 and y2 are the lower and upper mass position, k is
the stiffness of the spring, U is the motor force, R is
the normal force and g is the gravity force.

• SEA
Referring to Fig. 2(b), we have that the dynamic of the
system is described by the following equations: m1 ¨̃y1 = R−U−m1g

m2 ¨̃y2 + k (ỹ2− ỹ3) =U−m2g
m3 ¨̃y3 + k (ỹ3− ỹ2) =−m3g

(3)

where m1, m2 and m3 are the upper, intermediate
and lower mass inertia, ỹ1, ỹ2 and ỹ3 are the upper,
intermediate and lower mass position.

For both previous models, during the stance phase we
impose the contact constraint between the robot and the
environment while, at the instant T , the robot might jump.
So we have that:

• in the range 0 < t < T , i.e. during the stance phase, the
mass m1 has to maintain contact with the environment,
therefore its position and its velocity must be equal to
zero {

y1(t) = ỹ1(t) = 0
ẏ1(t) = ˙̃y1(t) = 0 ∀t ∈ (0,T ) ; (4)

• at the instant t = T , that is the instant time of detach-
ment, the mass m1 must detach from the environment,
therefore its position and its velocity must be positive{

y1 (T+) = ỹ1 (T+)> 0
ẏ1 (T+) = ˙̃y1 (T+)> 0 . (5)

We make the assumption to consider the initial conditions
of the state of mass m1 equal to zero{

y1(0) = ỹ1(0) = 0
ẏ1(0) = ˙̃y1(0) = 0 (6)

i.e. that the lower mass of robot is initially at rest and in
contact with the environment.
Ultimately, by combining (4) and (6) we obtain{

y1(t) = ỹ1(t) = 0
ẏ1(t) = ˙̃y1(t) = 0 ∀t ∈ [0,T ) . (7)

The consequence of (7) is that, during the stance phase
(∀t ∈ [0,T )), the state space vector may be reduced as shown
below.

A. PEA State Space Model

Introducing the state vector z = [z1 z2]
T = [y2 ẏ2]

T , we
have that (2) can be rewritten as[

ż1
ż2

]
︸︷︷︸

ż

=

[
0 1
− k

m2
0

]
︸ ︷︷ ︸

A

[
z1
z2

]
︸︷︷︸

z

+

[
0 0
1

m2
−1

]
︸ ︷︷ ︸

B

[
U
g

]
︸︷︷︸

u

(8)

and the constraints on the normal force (1) become{
R =−kz1(t)+U(t)+m1g > 0 if t ∈ [0,T )
R =−kz1(t)+U(t)+m1g = 0 if t = T . (9)



B. SEA State Space Model

Introducing the state vector z̃ = [z̃1 z̃2 z̃3 z̃4]
T =[

ỹ2 ỹ3 ˙̃y2 ˙̃y3
]T , we have that (3) can be rewritten as

˙̃z1
˙̃z2
˙̃z3
˙̃z4


︸ ︷︷ ︸

˙̃z

=


0 0 1 0
0 0 0 1
− k

m2
k

m2
0 0

k
m3

− k
m3

0 0


︸ ︷︷ ︸

Ã

z̃1
z̃2
z̃3
z̃4


︸ ︷︷ ︸

z̃

+


0 0
0 0
1

m2
−1

0 −1


︸ ︷︷ ︸

B̃

[
U
g

]
︸︷︷︸

u

(10)
and the constraints on the normal force (1) become{

R =U(t)+m1g > 0 if t ∈ [0,T )
R =U(t)+m1g = 0 if t = T . (11)

III. PROBLEM DEFINITION

We are going to formulate the optimal jumping control
problem to maximize the highest reachable point of the
center of gravity of the robot, hG,max. Our optimization
variable is the force exerted by the motor, U .
Since the take-off instant, only the gravity force acts on the
robot; then by using the conservation of mechanical energy
principle, we derive an estimation of hG,max depending on
the state of the robot soon after the take-off instant T :

hG,max = hG(T+)+
VG(T+)2

2g
, (12)

where hG(T+) and VG(T+) are the height and the speed,
respectively, of the center of gravity of the robot soon after
the take-off instant. Due to the constraints on the upper mass
displacement (Table I (i)) and (7), we can assume that the
variation of hG(t) during the stance phase is negligible if
compared to the variation of VG(t)2/(2g).
Hence we conclude that

max hG,max ≈max VG(T+) . (13)

By the conservation of linear momentum principle, the
speed of the robot soon after the take-off instant depends on
the speed of the robot before the take-off instant:

VG(T+) =
m2

m1 +m2
z2(T−) (PEA) , (14)

VG(T+) =
m3

m1 +m2 +m3
z̃4(T−) (SEA) . (15)

It is remarked that, for the SEA, the intermediate mass
models the inertia of the motor, and its magnitude is one
order smaller than the other masses of the system. Then its
contribution in the linear momentum equation is neglected
to obtain the (15).
Hence, for both the SEA and the PEA, the performance index
that will be used is the speed of the upper mass.

Table I summarizes the optimal jumping control problem
that we formulate for the PEA and the SEA.

In the following we explain the meaning of the constraints
reported in Table I.

Naturally we have to consider the system dynamic (Ta-
ble I (b)) which represents a constraint in the maximization
problem.

Further, in addition to the normal force constraints (Table I
(c),(d)), in order to obtain realistic results we take into
account also the torque-speed motor characteristic, so the
force and the velocity that can be generated are bounded

PEA SEA

maximize z2(T ) maximize z̃4(T ) (a)

subject to subject to

ż(t) = Az(t)+Bu(t) ˙̃z(t) = Ãz̃(t)+ B̃u(t) (b)

−kz1(t)+U(t)+m1g > 0 U(t)+m1g > 0 (c)

−kz1(T )+U(T )+m1g = 0 U(T )+m1g = 0 (d)

Umin ≤U(t)≤Umax Umin ≤U(t)≤Umax (e)

Vmin ≤ z2(t)≤Vmax Vmin ≤ z̃3(t)≤Vmax (f)

Vmin−
Vmax

Umax
U(t)≤ z2(t) Vmin−

Vmax

Umax
U(t)≤ z̃3(t) (g)

z2(t)≤Vmax−
Vmax

Umax
U(t) z̃3(t)≤Vmax−

Vmax

Umax
U(t) (h)

δmin ≤ z1(t)≤ δmax δmin ≤ z̃2(t)≤ δmax (i)

φmin ≤ z̃2(t)− z̃1(t)≤ φmax (l)

TABLE I
PROBLEM FORMULATION FOR THE PEA AND THE SEA: THE

PERFORMANCE INDEX TO MAXIMIZE IS (a) AND ALL THE CONSTRAINTS

ARE ((b)-(l)).

(Vmax and Vmin are the upper and lower bound for the speed of
the actuator, Umax and Umin are the upper and lower bound for
the force of the actuator) and coupled (Table I (e),(f),(g),(h)).
In particular, during the stance phase, the motor speed V (t)
is equal to the velocity of the upper and intermediate mass
for the PEA and the SEA, respectively, because the lower
mass velocity is zero. An example of the simulation results
that shows that the motor constraints are satisfied is shown
in Fig. 3.
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Fig. 3. The motor’s constraints (blue) and the motor’s work points (gray
dotted) for one simulation: the points of the motor’s work become darker
and darker with the increase of time. All the constraints are satisfied.

It is also necessary to remark that:

• for the PEA, the constraint (Table I (i)) is the minimum
between the stroke allowed by the robot and the max-
imum spring deformation (δmax and δmin are the upper
and lower bound for the position of the upper mass);

• for the SEA, we take into account both stroke (Table I
(i)) and spring deformation (Table I (l)) constraints (δmax
and δmin are the upper and lower bound for the position
of the upper mass, φmax and φmin are the upper and lower
bound for the spring deflection).



IV. PROBLEM SOLUTION

In section IV-A we present the methodology that we use to
find a numerical solution for the problems stated in Table I.
Subsequently in section IV-B, we expose an approach that
can be followed to determine an analytic solution for a
simplified version of the optimal control problem: we apply
it to the PEA case.

A. Numerical Solution
We used the notation for the PEA, but the results are valid

also for the SEA, only substituting z with z̃.
We used the notation for the PEA, but the results are also

valid for the SEA, only substituting z with z̃.
In order to numerically solve the two problems in Table I,

we have discretized the state space dynamic equation using
the forward Euler scheme:

ż(t)≈ z(n+1)− z(n)
∆t

. (16)

By using this transformation, the continuous-time system
dynamic (Table I (b)) at the time instant t = n becomes

z(n+1) = (∆tA+ I)z(n)+∆tBu(n) , (17)

and the closed-form expression that allows us to determine
the state of the system at a generic step n w.r.t. the initial
conditions is

z(n) = (∆tA+ I)n z(0)+
n−1

∑
i=0

(∆tA+ I)(n−1−i)
∆tBu(i) . (18)

Hence we can express the performance index and the con-
straints in Table I as a function of the initial state conditions
z(0) and of all the input control u(i), i = 0, . . . ,n−1.
T fixed and a sample time ∆t chosen, the number of
samples is N = T/∆t. In particular, because u = [U g]T we
consider as input control U(i), i = 0, . . . ,N−1, so U =
[U(0) . . . U(N−1)]T .

Let CU,zi be the matrix of coefficients of U associated with
the i-th component of the state z, so

CU,zi =


∆tBU,zi 0 . . . 0

(∆tA+ I)zi
∆tBU,zi ∆tBU,zi 0

...
...

. . . 0
(∆tA+ I)(n−1)

zi
∆tBU,zi (∆tA+ I)(n−2)

zi
∆tBU,zi . . . ∆tBU,zi

 , (19)

and let Cg,zi be the matrix of coefficients g associated with
the i-th component of the state z, defined in the same way
as CU,zi .
Then, let dzi the vector of the known terms associated with
the i-th component of the state z, so

dzi = z0,i


(∆tA+ I)zi

(∆tA+ I)2
zi

...
(∆tA+ I)n

zi

 . (20)

Using the above notation, we can express the state variables
of the problems in Table I in function of the optimization
variables U :

[zi(1) zi(2) . . . zi(N)]T =CU,ziU +Cg,zig+dzi . (21)

Replacing (21) in (Table I (a)-(l)), we noticed that perfor-
mance index and all the constraints are convex [18]. Hence

we translated the optimal control problems into convex
optimization problems.

Finally we used CVX [19] to solve the discrete convex
optimization problems.

B. Analytical Solution
In this section, by exploiting the information coming from

the numerical simulations, we derive an analytical solution
for a problem similar to the ones reported in Table I: the
motor is considered as a force source therefore the constraints
on the velocity (Table I (f)) and (Table I (g)) are neglected.

According to (Table I (a)) the performance index depends
only on the final state, in particular on the speed at terminal
time.

W.r.t. the problems in Table I, we take into account only
the constraints (Table I (b),(c),(e)). Because we have the
inequality constraint on functions of the control and state
variables, we need to use the augmented Hamiltonian [20]
formulation:

H (z(t),λ (t),U(t)) = λ (t)T ż(t)+µ(t)C (z(t),U(t)) (22)

where λ (t) is the vector of the adjoint variables, µ : [0,T ] 7→
R satisfies the following condition

µ

{
= 0 if C < 0
≥ 0 if C = 0 , (23)

and
C (z(t),U(t)) =−R (24)

with R given by (9) for the PEA.
Since a constraint on both state and control variables

is present we need to distinguish two different dynamic
systems:

1) Constraint C (z(t),U(t)) is active (A.C.) In this case
the optimal control value Uopt(t) comes from the following
equation

C (z(t),U(t)) = 0 (25)

and its value is reported in Table II. Substituting U(t) =
Uopt(t) for the (A.C.) case in the state dynamic (8), we obtain

ż1(t) = z2(t)

ż2(t) =−
m1 +m2

m2
g

z1(t0) = c1, z2(t0) = c2

while the value of µ(t) is given by the optimality necessary
condition ∂H/∂U = 0 reported in Table II. By substituting
the value of µ(t) in the co-state dynamic, whose expression
is in Table II, we obtain{

λ̇1(t) = 0
λ̇2(t) =−λ1(t)

;

2) constraint C (z(t),U(t)) is not active (N.A.C.)In this
case

C (z(t),U(t))< 0 , (26)
µ(t) = 0 , (27)

hence the state dynamic remains the one reported in (8)
ż1(t) = z2(t)

ż2(t) =−
k

m2
z1(t)+

U(t)
m2
−g

z1(t0) = c1, z2(t0) = c2

.



By substituting µ(t) = 0 in the co-state dynamic, whose
expression is in Table II, we obtainλ̇1(t) =

k
m2

λ2(t)

λ̇2(t) =−λ1(t)
.

In the (N.A.C.) case, in agreement with the Pontryagin
Maximum Principle, a necessary condition such that the
optimal control maximizes the performance index is that it
maximizes the Hamiltonian [20]. By analyzing the equation
of the Hamiltonian, reported in Table II, and remembering
that µ(t) = 0, we derive the optimal control law for the
(N.A.C.), Table II.

Performance
index J = [0 1]

[
z1(T )
z2(T )

]

Hamiltonian H = λ2(t)
[
− k

m2
z1(t)+

U(t)
m2
−g
]
+λ1(t)z2(t)+µ(t) [kz1(t)−U(t)−m1g]

Optimality
necessary
condition

∂H
∂U

= 0⇒ λ2(t)
1

m2
−µ(t) = 0

Co-state
dynamic


λ̇ (t) =−

∂H
∂x

=

[ k
m2

λ2(t)−µ(t)k
−λ1(t)

]
λ (T ) =

∂ z2

∂ z
=

[
0
1

]

State
(A.C.)

z1(t) =
−g(m1 +m2)

2m2
t2 + c1 + tc2

z2(t) =
−g(m1 +m2)

m2
t + c2

Co-State
(A.C.)

λ2(t) = cλ ,1 + cλ ,2(t−T )
λ1(t) =−cλ ,2

State
(N.A.C.)

z1(t) =
−gm2 +U +(gm2−U + kc1)cos

(√
k

m2
t
)
+
√

km2c2 sin
(√

k
m2

t
)

k

z2(t) =

√
k

m2

[√
km2c2 cos

(√
k

m2
t
)
+(−gm2 +U− kc1)sin

(√
k

m2
t
)]

k

Co-state
(N.A.C.)

λ2(t) = cλ ,1 cos
(√

k
m2

(t−T )
)
+ cλ ,2

√
m2
k sin

(√
k

m2
(t−T )

)
λ1(t) =

√
k

m2

[
cλ ,1 sin

(√
k

m2
(t−T )

)
− cλ ,1

√
m2
k cos

(√
k

m2
(t−T )

)]
Optimal

control law (A.C.) Uopt(t) = kz1(t)−m1g (N.A.C.) Uopt(t) = |Ulim|sgn(λ2(t))

TABLE II
ANALYTICALLY SOLVED OPTIMAL CONTROL PROBLEM: THE SYMBOLS

cλ ,l , l = 1,2, DENOTE THE TERMINAL CONDITION FOR EACH INTERVAL

OF THE CO-STATE DYNAMIC.

Assuming we know the optimal switching sequence by
the numerical simulation but not the switching instants, in
the following we show how to determine the time instants
in which we have changes in the control input.

Let ti be the i-th switching instant and ∆ti the i-th time
interval, i.e. ∆ti = ti−ti−1. In order to find the solution of the
optimal control problem, we exploit the closed-form integral
of the dynamic of state and co-state reported in Table II: in
particular
• we integrate backwards the co-state dynamic, until the

initial time t = 0 [s], using the known final conditions
of the adjoint variable, λ (T );

• we integrate forward the state dynamic, until the final
time t = T , using the known initial conditions of the
state variable, z(0).

At the switching instants three different cases can occur:
1) if before and after the switching the dynamic follows

the (N.A.C.) case, the condition below holds

λ2(ti) = 0 ; (28)

2) if in an interval in which the dynamic follows the
(N.A.C.) we have that the constraint C (z(t),U(t))
becomes active and the following condition holds

C (z(ti),U(ti)) = 0 ; (29)

3) if the constraint C (z(t),U(t)) becomes active during a
switching while the dynamic follows the (N.A.C.) case
(this is the case of the second switching in Fig. 4), the
following conditions hold{

C (z(ti),U(ti)) = 0
λ2(ti) = 0 . (30)

Moreover, since this problem does not present pure state
path constraint, we can exploit three further conditions for
each switching time, i.e. the continuity of Hamiltonian, state
and co-state (see [21]).

Finally we impose the fact that the final time is fixed, so
we have

∑
j

∆t j = T . (31)

By imposing all the previously described conditions, it is
possible to derive a non-linear algebraic system of equations
that allows us to obtain the switching times.
It is frequent that the values of the times can not be explicitly
determined but, in authors’ opinion, it is desirable to obtain
an analytical even if implicit solution. In this case, one of
the reason is that it allows us to evaluate quickly the optimal
control policy and it could be decisive to perform real-time
jumping tasks at given terminal times.

In the following we present an example that refers to the
switching sequence of Fig. 4 with five intervals. The data that

0 0.5 1 1.5 2 2.5 3 3.5 4

−20

0

20

U
 (

N
)

0 0.5 1 1.5 2 2.5 3 3.5 4
−200

−100

0

C

Time (s)

0 0.5 1 1.5 2 2.5 3 3.5 4
−1

0

1

λ
2

0 0.5 1 1.5 2 2.5 3 3.5 4

−2
−1

0
1

λ
1

Fig. 4. Optimal control U , the adjoint variables λ2 e λ1, and the constraint
C for the solved problem: we highlighted the switching instants that we
found by solving the analytical problems (red lines). When λ2 cross zero
and C is not active then the control switches and the sign of the control is
equal to the sign of λ2.

we use to verify the solutions that we obtain are: m1 = 1
[kg], m2 = 4 [kg], k = 20 [N/m], Umax = 30 [N], Umin =
−30 [N]. The initial conditions for the state variables are the
system’s equilibrium: z10 = −m1g/k [m] and z20 = 0 [m/s].
The terminal time is T = 4 [s].

Considering for instance the switching sequence depicted
in Fig. 4, we have that the last interval time is known because
we know λ2(T ), and λ2(t4) = 0. Further, we also know ∆t2



because λ2(t2) and λ2(t1) are both equal to zero.
Hence we have only three unknown intervals. At this point
we exploit the fact that the final time is fixed (31): we can
express one of the three unknown intervals time in function
of the other two, reducing the unknowns to two.
Finally, we impose the following two conditions that allow us
to find the remaining unknowns: for the interval time where
the constraint C is active we have:

1) λ2(t2) = 0 ;
2) C (z(t3),U(t3)) = 0 .

Combining these two algebraic equations we obtain a system
of two equations in two unknown variables that allow us to
determine all the instants of switching time, exploiting also
the fact that the solutions must be real and positive.

Summing up what has been said, the values of the switch-
ing intervals can be determined by solving the following non-
linear algebraic system:

∆t5 =
π

2ω

∆t2 =
π

ω

∆t1 +∆t3 +∆t4 = T −
3π

2ω

k
(
−g

m1 +m2

2m1
∆t32 +∆t3C1(∆t1)+C2(∆t1)

)
−Umin−m2g = 0

−sin
(

ω(T −
3π

2ω
−∆t1−∆t3)

)
−∆t3ω cos

(
ω(T −

3π

2ω
−∆t1−∆t3)

)
= 0

(32)
where

C1(∆t1) :=−
ω2

k2 sin(ω∆t1)Umin
√

km1 ,

C2(∆t1) :=−2
g

ω2−
gm1

k
+

Umin

k
(1− cos(ω∆t1)) ,

with ω =
√

k/m2.
Using the switching times that we have found from the

analytical solution, we verify that the trend of the simulations
data matches with the trend of the data that we reconstruct
by the dynamic equation of the state and co-state for the
(A.C) and (N.A.C.) in Table II. We prove that:
• when the constraint C is not active, the input control is

bang-bang and it exactly switches when λ2 is equal to
zero;

• when the constraint C is not active, the sign of the
control U is defined by the sign of λ2.

V. SIMULATION RESULTS

For the simulations we used the following data: 0.35 ≤
m1 ≤ 0.45 [kg], 0.1 ≤ m2,PEA = m3 ≤ 0.8 [kg], m2,SEA =
1/11 m3 since it is considered that the inertia of the motor is
negligible w.r.t. the other inertias of the system,50≤ k≤ 800
[N/m],−δmin = δmax = 0.1 [m], −φmin = φmax = 0.3 [m],
∆t = 0.0005 [s], g = 9.81 [m/s2]. Since in the simulations
we varied also the transmission ratio τ , with 110≤ τ ≤ 800,
the motor bounds can be rewritten as

−Umin =Umax = ττs , −Vmin =Vmax =
Ω0

τ
, (33)

where τs = 64.6 [mNm] is the stall torque of the motor and
Ω0 = 9350 [rpm] is the no load speed of the motor.
A practical implementation of such values of transmission
ratio can be obtained with a pulley of radius 0.02 [m] and a
gearbox with reduction ratio within the range 2.2÷16.

The value of sampling time is two order of magnitude
lower then the minimum time constant tmin ≈ 0.36 [s] of the
systems under analysis.

In the following we present a discussion on the perfor-
mance index dependance w.r.t the parameters of the systems.
Terminal Time T : the performance index increases accord-
ing to the terminal time until a threshold value, after which
the performance index reaches an upper bound (see Fig. 5
and Fig. 6). For both the PEA and the SEA we noticed
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Fig. 5. Trends of the speed of the upper mass of the PEA w.r.t. variation
on the final time T . It is possible to notice that exists a final time T̄ at
which the performance index does not change with the increase of the time.
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Fig. 6. Trends of the speed of the upper mass of the SEA w.r.t. variation
on the final time T . It is possible to notice that exists a final time T̄ at
which the performance index does not change with the increase of the time.

that: (i) a final time T̄ exists at which the performance index
does not change with an increase of the time; (ii) the optimal
stiffness decreases according to the increase of the terminal
time.

Robot Upper Mass: given the power of the motor and the
masses of the system, the constant stiffness that maximizes
the performance varied (see Fig. 7).

We could summarize the data in Fig. 7 highlighting the
optimal stiffness (see Fig. 8) and the optimal height (see
Fig. 9) for each couple of upper and lower mass. For both
the PEA and the SEA we noticed that: (i) the value of the
optimal stiffness increases according to te increase of the
upper mass; (ii) given the lower mass there exists an optimal
upper mass that maximizes the performance.

Transmission Ratio τ: we performed simulations to ob-
tain the optimal configuration for each gearbox transmission
ratio in terms of upper mass and stiffness for both the
SEA and the PEA. The results in Fig. 10 and in Fig. 11
show that: (i) there exists an optimal transmission ratio
that maximizes the performance index; (ii) for the PEA the
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Fig. 7. Height of the center of gravity w.r.t. the stiffness. For each graph we kept constant m1 and we change the value of m2 and m3 for the PEA (on
the top) and for the SEA (on the bottom) respectively.
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Fig. 10. Values of the jump height in the PEA system for different simulations performed with three different values of mass m1 and three different
values of transmission ratio. It is possible to notice that there is an optimal value of reduction ratio for which the maximum height jump is maximized.
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Fig. 11. Values of the jump height in the SEA system for different simulations performed with three different values of mass m1 and three different
values of transmission ratio. It is possible to notice that there is an optimal value of reduction ratio for which the maximum height jump is maximized.

optimal transmission ratio is low because the no load speed
of the actuator is an upper bound for the speed of the upper
mass; (iii) for the SEA the optimal transmission ratio is high
because the speed limit of the motor does not constitute a
direct upper bound for the speed of the upper mass.

VI. CONCLUSION AND FUTURE WORK

We compared the PEA and the SEA in the task of
maximizing the jumping height. The results showed that:
(i) given the power of the motor there exists an optimal
constant stiffness; (ii) the optimal constant stiffness depends
on terminal time, reduction ratio and inertial parameters;
(iii) in the condition considered the SEA behaves better
than the PEA. Comparing the optimal PEA and the optimal
SEA configuration, we found that the latter performs better
by about 25% (maximum PEA height ≈ 0.15 [m] while
maximum SEA height ≈ 0.2 [m]).

The results of this paper lead to think that the jumping
task can be added to the other tasks (see [3], [2] and [17]) in
which the exploitation of variable stiffness actuation can give
decisive advantages w.r.t. rigid and constant elastic actuation.
An open question is to study the behavior of nonlinear
springs in such a task.
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